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Abstract—Bandwidth demands and timing constraints are two
major challenges for wireless video streaming applications. In
this paper, we present a hybrid spatial/temporal retransmission
protocol that tackles both of these challenges. To increase individ-
ual throughput as well as overall network capacity, the system
uses an opportunistic retransmission protocol (PRO, Protocol
for Retransmitting Opportunistically) that relies on overhearing
nodes distributed in physical space to function as relays that
retransmit failed packets on behalf of the source. Specifically,
the best relay out of the set of nodes that currently have the
copy of the packet is responsible for retransmitting (relaying)
the packet. Relays with stronger connectivity to the destination
have a higher chance of delivering packets successfully than the
source, thereby resulting in a more efficient use of the channel. To
meet timing constraints, a Time-based Adaptive Retransmission
strategy (TAR) is applied by both the source and the relays. With
TAR, the MAC dynamically determines whether to (re)transmit
or discard a packet based on the retransmission deadline of the
packet assigned by the video server. This significantly reduces
the number of late packet arrivals at the receiver. Our extensive
evaluation results both on a testbed and in the real world
demonstrate that hybrid temporal/spatial retransmission can
boost streaming performance in diverse wireless environments.
The benefits are most pronounced for busy networks, under
fading conditions, or for mobile users.

Index Terms—Wireless video streaming, time-based retrans-
mission, opportunistic retransmission, 802.11 WLAN.

I. INTRODUCTION

W ITH the wide adoption of wireless LANs, wireless
multimedia applications have received a lot of at-

tention. However, wireless video transmission poses many
challenges, including coping with high bandwidth demands
and strict timing constraints. In this paper, we present a hy-
brid spatial/temporal retransmission protocol, building on our
earlier work in [16] and [13], to tackle these two challenges.
To increase individual throughput as well as overall network
capacity, the system runs an opportunistic retransmission
protocol (PRO, Protocol for Retransmitting Opportunistically)
that relies on overhearing nodes, if any, distributed in physical
space to function as relays that retransmit failed packets on
behalf of the source [16]. Specifically, the best relay out of
the set of nodes that currently have the copy of the packet
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is responsible for retransmitting (relaying) the packet. Relays
with stronger connectivity to the destination have a higher
chance of delivering packets successfully than the source,
thereby resulting in a more efficient use of the channel.
Compared with traditional relaying-based schemes that set
up long-term paths, PRO takes advantage of packet reception
outcomes that are inherently random and unpredictable, which
leads to higher efficiency and greater agility in combating
dynamic channel fading and shadowing.

To fulfill timing constraints, we apply our prior work
of Time-based Adaptive Retransmission (TAR) on both the
source and the relays [13][15]. With TAR, the MAC dynam-
ically determines whether to (re)transmit or discard a packet
based on the retransmission deadline of the packet assigned by
the video server, regardless of how many times the packet has
been transmitted. Unlike 802.11-like retransmission strategies
that adopt a fixed retry limit, TAR dynamically adapts the
maximum number of transmissions based on current chan-
nel conditions and media characteristics. This significantly
reduces the number of late packets [6].

The proposed hybrid spatial/temporal retransmission
scheme, called PROTAR, draws on the combined strength of
TAR and PRO [14]. Combining TAR and PRO is however
a nontrivial task. One challenge is that PROTAR needs
consistent use of deadlines across multiple relays, but the
clock of relays may not be synchronized. The coordination
must have low overhead so the gain of time-based relaying is
not compromised.

The key contributions of this paper are as follows. First,
we present a simple and efficient design for PROTAR to
improve wireless video transmission. Second, we describe
how we implemented PROTAR in the Madwifi driver for
wireless NICs based on the Atheros chipset. Third, we derive
an analytical model for PROTAR building on new models for
PRO and TAR. We also provide numerical results based on the
analysis to quantify the gains that are theoretically achievable
by PROTAR. Finally, we evaluate PROTAR using both PSNR-
based measurement studies and extensive user studies on both
a controlled testbed and in the real world. Our extensive
experimental results demonstrate that the adoption of PROTAR
can improve the quality of video streaming in many wireless
LANs.

The rest of this paper is organized as follows. Section II
discusses related work in the area of wireless video streaming.
Section III presents a short review of PRO and TAR and
then describes how they can be integrated to optimize video
streaming. Section IV elaborates on the design and implemen-
tation of PROTAR. A probabilistic analysis for TAR, PRO,
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and PROTAR are provided in Section V. Section VI presents
experimental evaluation of PROTAR based on both objective
and subjective visual test results. Section VII summarizes the
paper.

II. RELATED WORK

Many solutions have been proposed to improve the quality
of wireless video streaming. One approach is to apply addi-
tional controls in the application layer at the video source [1],
[2]. Other approaches rely on cross-layer optimization consist-
ing of protection strategies implemented in the protocol stacks
on the end systems [3]. These end-to-end techniques require
no support from the network, but may not react promptly in
dynamic wireless network conditions.
More recently researchers have focused on adding intel-

ligence to the network as a means of improving wireless
video streaming. Compared with end-to-end approaches, these
schemes are more agile in reacting to network dynamics. In [6]
and [9], different retry limits are associated with different
priorities in the radio link layer of cellular networks. Important
frames are given a higher priority so they are granted more
retransmission attempts. In [4], Li and van der Schaar propose
a real-time retry limit adaptation algorithm that traces the
optimal MAC-layer retry limit over wireless LANs. The
proposed scheme also provides unequal error protection for
layered video streams by using different retry limits. Bucciol
et al. in [11] propose a scheduling metric that jointly considers
perceptual and temporal importance. This metric is then used
by the link layer to drive the packet-selection process for
each retransmission opportunity. In [5], Liebl et al. propose
deadline-aware scheduling of video streams over a wireless
shared channel. By incorporating information about the video
stream structure and future channel behavior, the proposed
algorithm can achieve a fairer distribution of video quality
among all users. Another active research area is rate-distortion
optimized scheduling based on [7]. Like prior work, PROTAR
is a local time-based retransmission mechanism that requires
support in the network. The main difference is that PROTAR
adopts a simple FIFO queueing discipline, which can be easily
implemented in the link layer.
The contributions discussed so far focused on video trans-

mission over a single path. To provide robustness against
errors, path diversity has emerged as an appealing solution.
The fundamental hypothesis underlying path diversity is that
in wireless networks, errors are often path or location de-
pendent, so the use of multiple paths increases the chances
of successful packet delivery. In [8], Miu et al. propose to
use multiple paths simultaneously or to switch between them
(site selection) based on channel characteristics in order to
achieve low-latency video transmission in an infrastructure
wireless LAN. In [12], Li et al. propose a multi-source video
streaming system to support high quality video streaming
over IEEE 802.11-based wireless networks. The idea is to
leverage nearby wireless peers by having them form a joint
sender group with the remote media server. Path diversity has
also been adopted in wireless cellular/WLAN standards. For
instance, the 802.16j specification adopts cooperative trans-
mission, a mesh networking-based scheme that can improve
node connectivity [27]. HSDPA uses opportunistic scheduling

Fig. 1. A four-node network with link error rates shown along the edges of
the graph. In this network, node 0 is the source; node 3 is the destination;
node 1 and node 2 are candidate relays.

that adapts link-layer transmission based on channel quality
indicator (CQI) reports from user equipments (UE) to increase
efficiency [28]. Similar ideas have also been used in multi-hop
wireless routing. In [33], opportunistic routing improves the
performance of static predetermined routes by determining the
route as the packet moves through the network based on which
nodes receive each transmission.
PROTAR also leverages path diversity to increase the

probability of successful transmissions. However, it differs
from prior work in several aspects. Unlike existing link-
layer relaying methods that rely on long-term paths, PROTAR
offers dynamic packet traversal on a per-packet basis based
on the opportunistic receptions at relays. This property makes
PROTAR extremely useful in combating wireless channel
shadowing and fading. Moreover, PROTAR automatically
avoids routing overheads. Finally, PROTAR does not increase
(or may even decrease) packet latency or reorder packets,
while opportunistic routing often does increase latency and
generate out-of-order deliveries in order to spread out schedul-
ing and routing overheads, which is a problem for interactive
applications.

III. HYBRID SPATIAL/TEMPORAL RETRANSMISSION

In this section, we first review PRO and TAR and we
then describe how they can be integrated to optimize video
transmission.
PRO leverages the fact that, in the wireless environment,

broadcast is free (from the sender’s perspective) and that errors
are mostly location dependent [16]. Hence, if the intended
recipient does not receive the packet, other nodes may have
overheard the packet so they have become a candidate sender
for that packet. With multiple candidate senders distributed in
space, the chance that at least one of these available senders
has a good channel to the destination is increased. Consider the
network in Fig. 1. Node 0 is the source and node 3 is the des-
tination. Due to the broadcast nature of the wireless medium,
transmissions from node 0 to node 3 may be overheard by
node 1 and node 2. When the packet transmission to node 3
fails, but the packet is overheard by node 1, then it would
be beneficial to have node 1 retransmit on behalf of node 0,
because node 1 has a higher chance of successfully delivering
the packet than node 0. The same scenario also applies when
node 2 overheard the packet. When both nodes overheard the
packet, node 2 is a more suitable relay than node 1. PRO takes
advantage of packet reception outcomes that are inherently
random and unpredictable by postponing the selection of a
relay until after the original transmission completes. This
allows PRO to dynamically select the best node to retransmit
each packet, while conventional relaying methods select a
longer term path based on average performance [8], [12], [27].
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For video applications, retransmission of late packets by
either sources or relays not only wastes bandwidth but it can
delay later packets, potentially making them late, resulting
in serious degradation of visual quality [10]. TAR is a link-
layer strategy that directly tackles this issue [13][15]. Unlike
the 802.11 MAC which discards a packet when a predefined,
fixed retry limit is reached, a TAR-enabled MAC adaptively
decides whether to discard or (re)send a packet based on
a retransmission deadline associated with the packet. The
retransmission deadline is assigned by the application accord-
ing to the application’s specific requirements. This strategy
allows the MAC to promptly respond to changes in network
conditions and traffic characteristics.
PROTAR combines the strengths of both TAR and

PRO [14]. The source, as specified in TAR, transmits a
packet based on the retransmission deadline associated with
the packet. Upon a failed transmission, if the retransmission
deadline has not expired, either one of the relays that over-
heard the packet or the source will retransmit the packet, de-
pending in part on current channel conditions. This time-based
opportunistic retransmission process continues until either the
packet is delivered successfully or the retransmission deadline
has passed. If no relay is present or willing to participate,
PROTAR automatically falls back to TAR.

IV. DESIGN AND IMPLEMENTATION OF PROTAR

While the ideas underlying PROTAR are simple, turning
these ideas into a practical system is not easy. In this section,
we elaborate on the design and implementation of PROTAR.
Fig. 2 shows the system diagram. The design of PRO for
regular data traffic can be found in [17]. Here we focus on
the key components that directly relate to the operation of
PROTAR.

A. Estimating Link Quality and Selecting Participating Relays

Using poor relays can hurt performance because it offers lit-
tle opportunistic gain while increasing the consensus overhead.
PROTAR requires an effective and efficient measure of link
quality to decide whether a node is a suitable relay. To this
end, we use the Received Signal Strength Indicator (RSSI),
available on most commodity wireless hardware, to estimate
instantaneous link quality. This is motivated in part by recent
work, e.g. [19], that shows that RSSI is generally a nearly
linear function of the actual received signal strength. Relays
listen to packets from the source and the destination to create
an RSSI history for each node. The RSSI history is then used
to compute a time-weighted average RSSI. If this average for
a particular destination is above a threshold, then the node
becomes a qualified relay for that destination. Qualified relays
share their link quality information via periodic broadcasts and
based on that, decide whether to participate in the retransmis-
sion. The resulting participating relays are selected such that
the probability of overhearing the source by one of them is
high while the consensus overhead is low. Note that sources
always participate in the retransmission after a failed initial
transmission.

B. Relay Prioritization

When multiple participating relays overheard a failed trans-
mission, we need to prioritize the relays, so the relay with the
best channel to the destination is most likely to retransmit the
packet. Centralized solutions are not attractive because they
involve extra overhead in scheduling feedback distribution and
extra bandwidth in distributing feedback. To reduce overhead,
PROTAR adopts a distributed method for relay prioritization
by leveraging the 802.11 random backoff process.
The 802.11 standard requires that each sending station

backs off for a randomly selected period of time before
transmitting a packet [21]. The backoff period is uniformly
distributed in a range, called the contention window. For
collision resolution, the size of contention window doubles
after a failed transmission until a maximum size is reached.
PROTAR leverages the 802.11 backoff process to prioritize
relays. Specifically, high priority relays are assigned a smaller
contention window than lower priority relays. The priority of
a relay is determined based on the rank of the quality of its
channel to the destination, relative to the other participating
relays. Relays associated with a small contention window
contend for the channel with a shorter backoff interval so they
are more likely to transmit first.

C. Retransmitting Packets

Relays detect failed transmissions through the lack of an
ACK. Participating relays contend to retransmit the packet
similar to retransmitting a local packet. Relays terminate the
retransmission process in response to the following events:

• The retransmission deadline of the packet has elapsed.
We will describe how relays retrieve the retransmission
deadline later.

• An ACK frame destined for the source is overheard. This
implies successful reception.

• A new data packet (i.e. the packet stamped with a
larger sequence control number) originating from the
source is overheard. This means either that the source
has discarded the current packet, or that the packet was
successfully delivered but this relay missed the ACK.
In either case, the relay should stop retransmitting the
packet.

When a relay misses an ACK, it may send a duplicate
transmission. In practice this is rare since ACKs are short
packets that are transmitted using the base transit rate, so
they are more robust against channel erasures. In [17], a
method that effectively relays ACKs to suppress duplicate
transmissions is presented.

D. Retrieving the Retransmission Deadline

To enable time-based relaying, the packet deadlines need
to be interpreted consistently across relays. We now describe
a simple protocol that eliminates the need for clock synchro-
nization among relays. We introduce a new MAC header field,
namely time to relay, appended to the standard 802.11 packet
header. The time to relay field is initialized by the source and
updated by relays to reflect how much time remains before a
packet should be dropped. The source node initiates this field
based on the following rule:

time to relay = D − T (1)
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Fig. 2. System diagram of PROTAR

where D is the retransmission deadline and T is the time that
the packet is sent on the air. When a relay overhears a packet,
it reconstructs the retransmission deadline of that packet using:

D = R + time to relay − duration (2)

where R is the packet receive time based on the local clock,
and duration is the value of time needed to transmit the
packet which is carried in the packet header.
Relays may retransmit a packet as long as the retransmission

deadline is larger than the current time. Before sending a
packet, relays update the time to relay field based on (1)
so that receivers of the packet can correctly reconstruct the
retransmission deadline.

E. A Note on Protocol Overhead

PROTAR involves two sources of overheads: the
time to relay field in each data packet and periodic broadcast
messages. The time to relay field reduces the maximum data
length by 2 to 2310 bytes. The resulting overhead is small
since video is often packetized into large MAC frames. The
broadcast messages contain averaged RSSI values for the
sources and destinations that a relay is qualified to relay
for. The resulting overhead is linear with the number of
qualified relays and source-destination pairs in service but it
is relatively small as compared to data packets. The periodic
broadcast frequency is 1 second in our implementation. This
value is borrowed from the default HELLO message interval
used in AODV [31]. Relays can further reduce the broadcast
overhead by adapting the broadcast frequency based on how
fast the channel conditions change. They can also suppress
broadcasts when the chance of becoming an eligible relay is
low.
Table I summarizes the parameters used in our implemen-

tation. Readers may refer to [17] for more details.

V. ANALYSIS

In this section, we analyze the performance of TAR, PRO,
and PROTAR. We first show that TAR adaptively achieves
the best retransmission strategy without the requirement of
channel information and traffic statistics. We then give an an-
alytical model that quantifies the performance of PRO. Finally,

TABLE I
PROTOCOL PARAMETERS USED IN THE CURRENT IMPLEMENTATION (†

THIS IS THE DEFAULT VALUE. THIS THRESHOLD IS CALIBRATED ONLINE.)

Parameter Value
Relay Qualification RSSI Threshold 10 dB†
Relay Selection Probability Threshold 0.9
CWmin of the highest two relays 32 slots
CWmin of the next highest two relays 64 slots
CWmin of the rest relays 128 slots
Link quality broadcast interval 1 sec

we present analytical results for PROTAR by combining the
analysis of TAR and PRO.

A. Analysis of Time-based Adaptive Retransmission

When streaming video over wireless channels, there are two
causes for packet loss: link packet erasures (i.e., dropped by
senders after too many retries), and late arrivals (i.e., missed
transmission deadlines due to incurred delay). Late arrivals
can be mitigated by introducing long startup delay at the
receiver. However, this may not work for video streams with
hard latency constraints (e.g. interactive video) or when the
receiver has limited buffer space. To simplify the analysis,
we assume that video is generated at a constant frame rate
and that the deadline for each video frame is one inter-frame
interval after that frame is generated. We further assume that
each video frame is transmitted as a single MAC packet with
a fixed transmission time. Let λ be the packet arrival rate
(packets/seconds). The packet arrival time of packet i can
be written as A(i) = i/λ and the deadline of packet i is
D(i) = (i + 1)/λ. Let μ be the service rate of the link
(packets/second) and Pe be the link error rate. If we assume
that the wireless link is a memoryless packet erasure channel
such that packets losses are independent with a constant
probability, then the number of transmissions for successfully
delivering a packet is a geometric random variable:

s
(TAR)
k = (1 − Pe)P k−1

e . (3)

In TAR, packet i is discarded when the sender cannot deliver
it before the deadline D(i) so there are no late arrivals at the
destination. This also implies that the transmission of packet
i + 1 will start at the time it enters the system, independent
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of the transmission outcomes of the previous packets. Given
constant packet arrival and link service rates, the number
of transmissions that must occur before a packet misses the
deadline is then �μ/λ�. Thus the packet loss probability of
TAR, occurring when the workload of retransmissions exceeds
the link capacity, can be calculated as

p
(TAR)
loss =

∞∑
k=�μ/λ�+1

s
(TAR)
k = P

�μ
λ �

e . (4)

For 802.11-like retransmission strategies, packets are re-
transmitted until a fixed retry limit R is reached regardless
of the deadline associated with the packet. The probability
distribution of the number of transmissions for a packet can
thus be written as

s
(802.11)
k =

{
(1 − Pe)P k−1

e if 1 ≤ k ≤ R,
PR

e if k = R + 1,
0 otherwise.

(5)

This indicates that packet losses are caused by either packet
erasures (the retry limit is too small) or late arrivals (the retry
limit is too large). The link packet erasure probability (i.e. the
packet drop rate after R unsuccessful retries) is given by

p(802.11)
error = PR+1

e . (6)

The probability of late arrivals is more difficult to calculate.
Let us consider a newly arrived packet i. The packet can face
one of two situations: (A) the transmission of packet i − 1
has already finished (either successfully delivered or discarded
after the retry limit is reached) so the system can immediately
start the transmission of packet i; (B) the system must delay
the transmission of packet i until the transmission of packet
i− 1 is completed. This means that the transmission outcome
of a packet is now dependent on that of the previous packets.
Analyzing a system with memory is generally difficult.

Fortunately, the memory structure of the system is statistically
describable. Every time the system finishes the transmission of
a packet before the deadline, transmissions of future packets
are independent of the past (i.e. transmission of the next
packet will start at the packet arrival time). This means
that we can simply study the system behavior between two
consecutive packets whose transmissions are finished before
their deadlines. In other words, we study the statistics of a
burst of late packets.
Let Zi denote the number of transmissions for packet i,

which is an i.i.d process with probability distribution given in
(5). Call packet i a valid packet if its transmission is finished
before D(i); otherwise it is a late packet. Consider, for now,
that packet 0 is a valid packet. Then the probability of packet
1 also being a valid packet (i.e. the burst length β of late
packets is 0) is

Pr(β = 0) = Pr(Z1 ≤ �μ/λ�). (7)

The probability of packet 1 being a late packet but packet 2
being a valid packet (i.e. the burst length of late packets is 1)
is

Pr(β = 1) = Pr(Z1 > �μ/λ�, Z1 + Z2 ≤ �2μ/λ�). (8)

Likewise, the probability of having exactly K consecutive late
packets is

Pr(β = K) = Pr(Z1 > �μ/λ�, (9)

Z1 + Z2 > �2μ/λ�,
· · · ,

Z1 + Z2 + · · · + ZK > �Kμ/λ�,
Z1 + Z2 + · · · + ZK+1 ≤ �(K + 1)μ/λ�).

Substituting Equation (5) into Equation (9), we can obtain
Pr(β = K) as shown on the top of the next page. Then the
average burst length can be calculated as

E[β] =
∞∑

k=1

k · Pr(β = k). (10)

Recall that the state of the system is reset with the transmission
of a valid packet, so the system is modeled as a valid packet
followed by a burst of β late packets. We can thus derive the
probability of late packets for 802.11 as

p
(802.11)
late =

E[β]
E[β] + 1

. (11)

Finally, combining (6) and (11), the overall loss rate for
802.11’s count-based retransmission strategy is

p
(802.11)
loss = p(802.11)

error + (1 − p(802.11)
error )p(802.11)

late . (12)

Fig. 3 compares the overall loss rates of TAR and 802.11
for μ

λ = 4 and Pe = 0.75. The figure shows a tradeoff
between packet erasures and late arrivals in 802.11: a large
retry limit mitigates packet erasures but it may create more
late packets; on the other hand, a small retry limit reduces
late arrivals but it is prone to errors. While a poor choice of
retry limit can hurt the performance of an 802.11-like strategy,
TAR automatically achieves the best retransmission strategy
by adapting the number of retransmissions dynamically.
In practice it is hard to determine the optimal retry limit

a priori because wireless channel conditions and video traffic
characteristics change over time, requiring constant updating
of the retry limit for each source-destination pair. TAR does
not require the knowledge of underlying channel conditions
nor traffic characteristics, making it a more promising solution
than the count-based strategies.

B. Analysis of Opportunistic Retransmission

We now study the performance of PRO. For simplicity,
the following analysis assumes zero-overhead and error-free
feedback. With the assumption of a memoryless packet erasure
channel, we can model opportunistic retransmission as a
discrete-time Markov chain with time-homogeneous transition
probabilities. Consider an N -node network with the source
labeled as 0, the destination labeled as N − 1, and N − 2
candidate relays labeled as 1, 2, · · · , N − 2. Let Pmn denote
the link error rate from node m to node n. The system state
S = (bin bN−1bN−2 · · · b1), where bi = {0, 1}, is defined
as an (N − 1)-bit number with the n-th bit bn representing
the packet reception status of node n (1 is successful reception
and 0 is a miss). For example, the four-node network in Fig. 1
contains a source (node 0), a destination (node 3), and two
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Pr(β = K) =

R+1∑
z1=�μ

λ
�+1

R+1∑
z2=max{�2μ

λ
�+1−z1,1}

· · ·
R+1∑

zK=max{�K
μ
λ
�+1−(z1+z2+···+zK−1),1}

min{�(K+1)
μ
λ
�−(z1+z2+···+zK),R+1}∑

zK+1=1

(
s
(802.11)
z1 s

(802.11)
z2 · · · s(802.11)

zK+1

)
. (13)

Fig. 3. Loss rate comparison of TAR and 802.11

relays (node 2 and node 3). State 1 = (bin 001) represents
node 1 has received the packet but node 2 and node 3 have not.
State 2 = (bin 010) represents node 2 has received the packet
but node 1 and node 3 have not. States with the left-most bit
bN−1 set indicate successful deliveries to the destination and
to simplify the model, they are grouped into one single state,
state 2N−2. The resulting model is a (2N−2+1)-state Markov
chain.
The system starts at state 0 when the source is about to send

a new packet. Every state transition is a (re)transmission of
the packet. The (re)transmission process terminates at state
2N−2 which indicates that the destination has successfully
received the packet. Hence the goal of this analysis is to find
the expected number of state transitions going from the initial
state 0 to the sink state 2N−2.
Let A = [a(i+1)(j+1)]i=0,1,··· ,2N−2:j=0,1,··· ,2N−2 be the

transition probability matrix in which a(i+1)(j+1) is the tran-
sition probability from state i to state j. In the ideal case,
the best relay for retransmitting a packet should be the one
with the strongest connectivity to the destination among the
nodes that currently have a copy of the packet. Without
loss of generality, we assume nodes labeled with a larger
number have a smaller link error rate to the destination (i.e.
P0(N−1) ≥ P1(N−1) ≥ · · · ≥ P(N−2)(N−1)). This means that
the highest-numbered node out of the set of nodes that have
a copy of the packet is the best relay to retransmit the packet,
and we will assume that this is indeed the node that retransmits
the packet. For a particular state, this is the node corresponding
to the left-most 1 in the binary representation of the state.
We can then write the transition probability a(i+1)(j+1) as the

Fig. 4. Grid network topology with η = 8.

probability that the packet reception status of all the nodes
change from i to j after a transmission from the best relay in
state i. As an example, the transition probability matrix of the
four-node network is given in Equation (14).
Starting with the initial state probability π(0) = [1 0 · · · 0],

we can then iteratively obtain the k-th step state probability
as π(k) = π(0)Ak. The k-th step state probability reveals the
likelihood of all possible packet reception status for a packet
after k transmissions. We are interested in the probability
of the sink state, i.e. state 2N−2, in the k-th step which
corresponds to the probability of successfully delivering a
packet with k or fewer transmissions. Let X be the random
variable representing the number of transmissions needed to
successfully deliver a packet. We can then write

π
(k)
2N−2 = Pr(X ≤ k) (15)

which is the cumulative distribution function (CDF) of X .
Thus the average number of transmissions needed to deliver a
packet using opportunistic retransmission can be obtained as

E[X ] =
∞∑

k=1

k · (Pr(X ≤ k) − Pr(X ≤ k − 1))

=
∞∑

k=1

k · (π(k)

2N−2 − π
(k−1)

2N−2 ) (16)

If we view the source and relays jointly as a sending system
and the network as a transmission system that connects the
sending system to the destination, the packet error rate

Pe = 1 − 1
E[X ]

(17)
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A =

⎡
⎢⎣

(1 − P01)(1 − P02)(1 − P03) P01(1 − P02)(1 − P03) (1 − P01)P02(1 − P03) P01P02(1 − P03) P03

0 (1 − P12)(1 − P13) 0 P12(1 − P13) P13

0 0 (1 − P21)(1 − P23) P21(1 − P23) P23

0 0 0 (1 − P23) P23

0 0 0 0 1

⎤
⎥⎦ (14)

Fig. 5. Loss rate comparison of a η × η square grid topology with varied
network densities (defined as log2η)

can then be substituted into (12) to obtain the video transmis-
sion performance of PRO.

C. Analysis of Hybrid Spatial/Temporal Retransmission

By combining PRO and TAR, we can use opportunistic
retransmission to specifically optimize video transmission
by avoiding late packets. The performance of the resulting
scheme, PROTAR can be obtained by substituting Equation
(17) into Equation (4).
We use a regular square grid topology to study the analytical

performance of PROTAR. The source and the destination
nodes are the midpoints of the left and right edges of the
grid, respectively. The distance between the source and the
destination is fixed and we change the topology by changing
the number of relays. Let η be the number of segments on
the line connecting the source and destination nodes. η = 1
corresponds to the case of no relays, and increasing η increases
both the number and density of the relays. Except for the “no
relay” case, we only consider even values for η so the number
of nodes in grid is (η + 1)2. Fig. 4 shows an example grid
with η = 8. The link error rate between nodes m and n is
modeled as

Pmn = 1 − (1 − Psd)
d1.6

mn

(18)

where Psd is the link error rate from the source to the
destination and dmn is the distance between node m and node
n, normalized relative to the distance between the source and
destination, i.e. dsd = 11. Fig. 5 shows the analytical results
for grid topologies with different η. We use Psd = 0.75 and
μ
λ = 4 for the traffic load. We use the default long retry limit

1Equation (18) approximates link error rates with a log-distance path loss
with a path loss exponent of 1.6.

(= 4) in the 802.11 specification as the retry limit for the
count-based strategy [20]. For completeness, the figure also
includes results for the mesh network-based approach (Mesh)
that uses the optimal multi-hop path between the source and
the destination to forward packets. The results show that
PROTAR can combine the gains of TAR and PRO to achieve
the best performance.

VI. PERFORMANCE EVALUATION

We have implemented PROTAR in FlexMAC [18], a MAC
framework for wireless NICs based on the Atheros chipset.
Video streaming is based on RTP over UDP [30]. PROTAR
identifies video packets via the transport source and destina-
tion port numbers, which are pre-configured via an out-of-band
scheme [32]. Newly-established RTP sessions are detected
through the use of a new synchronization source identifier
(SSRC) in the RTP header and PROTAR then uses the RTP
timestamp field and knowledge of the startup buffer delay
to calculate the retransmission deadline. Relays follow the
procedure in Section IV-D to retrieve retransmission deadlines.
Unless otherwise notes, our experiments use video se-

quences encoded in MPEG-4 CIF format at 15 frames/second
and 15 frames/GoP (Group of Pictures) with a quantization
step size of 4. The GoP format is IBBPBBPBBPBBPBB.
We evaluate five transmission protocols: (1) 802.11, (2) TAR,
(3) PRO, (4) PROTAR, and (5) Mesh. The 802.11 PHY
offers a multi-rate capability that allows dynamic transmit rate
adaptation to improve performance under different channel
conditions [20]. In our experiments we use the rate adaptation
algorithm described in [22] for 802.11 and TAR. PRO, Mesh
and PROTAR always use the highest transmit rate because
their philosophy is to leverage relays to aid in retransmission,
rather than relying exclusively on the sources for recovery. The
protocol parameters used in the evaluation are summarized in
Table I.

A. Objective Visual Tests

We present objective test results for different transmission
protocols in both a controlled testbed and the real world.
The controlled experiments use the CMU wireless network
emulator which supports realistic and fully controllable and
repeatable wireless experiments [23]. The real world experi-
ments are conducted in two buildings on the CMU campus,
so these experiments automatically account for all effects
that are naturally present in deployed wireless networks, e.g.
interference, noise, multi-path fading, and shadowing. The
results presented in this section were done using 802.11b
(instead of 802.11g) due to the limitation of timing precision
of the emulator. However, the conclusion made in this section
should be also applicable to 802.11g networks as our protocols
are largely independent of the underlying physical technology.
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TABLE II
OBJECTIVE VISUAL QUALITY RESULTS

(a) Testbed Results
Technique Late Pkts(%) Avg. PSNR(dB) Max Frz(sec)
802.11 17.0 23.9 3.6
TAR 1.1 27.1 0.9
Mesh 11.9 29.1 3.4
PRO 8.1 30.3 1.9

PROTAR 2.1 32.7 0.7

(b) Real-world Results
Technique Late Pkts(%) Avg. PSNR(dB) Max Frz(sec)
802.11 23.1 15.7 6.5
TAR 3.0 17.8 0.9
Mesh 15.5 20.1 4.9
PRO 13.8 22.5 3.1

PROTAR 2.9 25.0 0.9

We used the stefan test video. For each packet, the re-
transmission deadline is set to the end of the associated
GoP, i.e. all packets in the same GoP are assigned an equal
retransmission deadline. This implicitly offers unequal error
protection [13][15] because reference frames are transmitted
before inter-coded frames in a GoP. With a FIFO queueing
discipline, inter-coded frames will not be transmitted until
after the successful deliveries of reference frames. The desti-
nation collects a packet trace that records the received packets
together with a timestamp. The trace information is then used
to calculate the distortion of the received video stream. We use
a common error concealment scheme to deal with packets that
are lost either due to erasures or late arrivals, namely missing
blocks in the frame are copied from the last correctly decoded
frame.
1) Emulator Testbed Results: The testbed scenario contains

seven nodes: source, destination, and five relays. The distance
between the source (video server) and the destination (video
client) is initialized to 100 meters. Five relays are uniformly
placed between the source and the destination (adjacent relays
are spaced at 16.7 meters). The signal propagation model
combines log distance attenuation with a path loss exponent
of 2.8 with Ricean fading with K = 3. The retry limit is 5 for
the count-based retransmission techniques; we chose this limit
because it results in the best PSNR for this set of experiments.
The experimental results are given in Table III(a). We

see that compared with 802.11, TAR results in much fewer
late arrivals, which leads to better video quality. In addition,
the maximum playback freezing period is bounded by one
GoP period (< 1 second) due to the assignment of equal
retransmission deadlines for the packets in a GoP. Exploiting
relays also increases PSNR performance relative to 802.11, as
it increases throughput of the network, but reduction in late
packets and maximum freeze time are lower than TAR since
PRO does not specifically optimize latency requirements of
video. The results also indicate that PRO outperforms Mesh,
showing the benefit of opportunistically taking advantage of
successful delivery via the direct path on a per packet basis.
Overall, PROTAR achieves the best performance, by adding
timing optimizations specific to video to PRO.
2) Real-world Results: In the real-world experiments, we

use ten laptops (labeled as nodes 1 through 10) randomly
placed on a single floor of an office building with hard
partitions (see Fig. 6(a)). The experiments are conducted

(a) Office building

(b) Student lounge

Fig. 6. Test floor plan

during the night time, when changes in the environment are
relatively limited. To further alleviate environmental variation
across experiments, we average the performance results for
three server-client pairs and we interleave the test order of the
different techniques. The three server-client pairs are (1,7),
(7,9) and (10,4) (the left number is the video server and
the right is the video client). For each experiment, nodes
other than the server and the client may serve as relays.
Table III(b) gives the experimental results. While the precise
results are somewhat different from the testbed results, the
relative performance of the five techniques in terms of late
packets, average PSNR, and maximum freezing times are the
same, so the same conclusions apply.

B. Subjective Visual Tests

To obtain subjective evaluation results, we set up visual
experiments according to the CCIR Recommendation 500-
4 [24]. We conducted measurements using a public streaming
server and media players for various realistic scenarios in the
real world [25]. The video server and client are configured to
support a 2-second startup buffer to smooth out delay jitter.
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Fig. 7. Visual quality results for the single session scenario
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(a) Average visual quality of the highest-rated session
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(b) Average visual quality of the lowest-rated session

Fig. 8. Visual quality results for the concurrent session scenario

TABLE III
ATTRIBUTES OF THE VISUAL QUALITY SCALE. THE FREEZING

FREQUENCY IS DEFINED AS THE RATIO OF COMPLETELY FAILED FRAMES

AND THE TOTAL FRAMES.

Scale Quality Impairment PSNR Frz Freq
5 Excellent Imperceptible 29.5 0
4 Good Perceptible but not annoying 27.8 0
3 Fair Slight annoying 23.6 0
2 Poor Annoying 20.6 0.25
1 Bad Very annoying 22.1 0.5

Eleven test sequences are used to capture videos with different
motion activities; Table IV summarizes the average bit rates
for the sequences.
In this case the evaluation results consist of a visual quality

metric assigned by human assessors for each video sequence

transmitted using each of the protocols. The subjective visual
quality assessment metric is a single number in the range
from 1 to 5, where 1 is the lowest perceived quality, and
5 is the highest. Before conducting the subjective tests, a
calibration procedure is performed to mitigate perceptual
variations among assessors: five video clips and their scores
are shown to the assessors. The video clips are created with
different degrees of artifacts (i.e. frame freezes, motion-jitter,
blocking artifacts, and variation in visual quality). Table III
shows the attributes of the five video clips that were used for
callibration. During the evaluation, assessors first view the test
sequences in the original CIF format and then assign a score
for the transmitted sequences following the labeling principle
explained in the calibration phase. Voting with a decimal
fraction is allowed. Each test sequence is repeated to last 60
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TABLE IV
SUMMARY OF PERFORMANCE OVER DIFFERENT REAL-WORLD SCENARIOS

Video bit rate (quant. size 4) 802.11 TAR Mesh PRO PROTAR
News 452 Kbps 3.8 4.4 4.3 4.3 4.6
Hallway 557 Kbps 3.4 4.0 4.2 4.7 4.7
Container 582 Kbps 3.2 4.1 4.5 4.9 4.9
Foreman 973 Kbps 2.8 3.5 3.9 4.3 4.5
City 993 Kbps 3.2 3.6 3.6 4.1 4.6
Crew 1.20 Mbps 2.6 3.0 3.4 3.8 4.3
Bus 1.85 Mbps 2.7 3.0 3.1 3.7 4.2
Football 1.91 Mbps 2.0 2.4 3.0 3.6 4.3
Harbour 1.92 Mbps 2.6 3.4 3.0 3.5 4.5
Stefan 2.45 Mbps 2.1 2.8 2.8 3.0 4.0
Mobile 2.80 Mbps 2.2 3.1 2.9 3.4 4.0
Average 2.8 3.4 3.5 3.9 4.4

seconds. The transmission protocol used for each sequence
is hidden from the assessors and the order of transmission
techniques is randomized to avoid the expectation of a trend
in the visual quality. Each sequence is labeled by five assessors
and we present the average visual quality.
1) Single Session: In the first part of the evaluation we

use the same setup as for the real-world experiments in the
objective tests (see Section VI-A2). Fig. 7 shows the visual
quality results when only one video session is active at a
time. Each bar in the histogram shows the average and the
standard deviation for 15 experiments corresponding to five
assessors and three server-client pairs. In general, TAR outper-
forms 802.11, and PRO outperforms Mesh which outperforms
802.11. The relative performance difference between TAR and
PRO is sequence dependent. PROTAR always outperforms the
other strategies. The performance differences become more
pronounced as the video bit rate increases. These results are
generally consistent with the objective test results presented
in Section VI-A.
2) Concurrent Sessions: Next we study a scenario with

multiple concurrent sessions. The three server-client pairs
used in the single session case are now running concurrently.
To sustain multiple concurrent streams, test sequences with
quantization step size 8 are used. The other coding parameters
and experimental settings remain the same as in the single
session case.
The two histograms in Fig. 8 show the average video quality

and the standard deviation for the highest-rated and the lowest-
rated sessions. Similar to the single session results, TAR
outperforms 802.11 and PRO outperforms Mesh. PROTAR
generally has the best performance. In addition, we observe
that the relay-based methods, PRO and Mesh, usually outper-
form the non-relay methods, TAR and 802.11, in this scenario.
In other words, under heavy load, relaying turns out to be
an effective way to deal with the fairly challenging client-
server channels. One reason is that 802.11’s rate adaptation
algorithm occasionally misinterprets collisions as packet losses
due to poor link quality and it erroneously reduces the transmit
rate, which leads to an inefficient use of the channel [19].
In contrast, opportunistic or mesh-based relaying can use
the highest transmit rate. Moreover, an equal channel access
policy penalizes not just the channels that use a low transmit
rate as a result of rate adaptation, but also flows with high
transmit rates [26]. This affects the video quality for TAR and

802.11 in Fig. 8(a). Nevertheless, TAR is still useful although
the achievable performance is limited by the aforementioned
phenomenon.
3) Single Session with a Mobile Client: In this scenario,

node 1 serves as the video server, streaming video data to a
mobile client. The video client is moving along the hallway
with a walking speed of about 1.5 m/sec. The trajectory is
shown as the dashed line in Fig. 6(a). Fig. 9 shows the average
visual quality result and the standard deviation. In contrast to
the stationary scenarios, 802.11 performs very poorly for all
the video sequences, including low-bit rate videos. The reason
is that the video client sometimes passed through an out-of-
reach region, where the client has trouble connecting to the
video server (e.g. a spot near room B20 in Fig. 6(a)). During
the out-of-reach period, the 802.11 MAC discards packets after
reaching the retry limit so video playback freezes. However,
with TAR, failed packets are persistently retried as long as
the retransmission deadline has not elapsed. As a result, TAR
performs significantly better than 802.11. Not surprisingly, we
observe that relays can improve communication with out-of-
reach nodes. Moreover, the agility of PRO leads to better
performance compared with Mesh. Again, PROTAR has the
best overall performance.
4) Single Session in a Dynamic Environment: In our final

scenario we ran experiments using ten laptops randomly
placed in an open space student lounge (see Fig. 6(b)). The
tests are conducted during the day time so a lot of students
moving through the space, affecting the signal propagation
environment. Again, we collected results for three server-client
pairs, (6,10), (8,6) and (3,7) from five assessors. Fig. 10 shows
the average visual quality result and the standard deviation. In
comparison with the office building scenario, the performance
benefits of PRO over TAR and 802.11 are more pronounced
across all the test sequences, including low-bit rate videos.
This suggests that PRO is very effective in dynamic environ-
ments. For low-bit rate videos, PRO sometimes outperforms
PROTAR because the available network bandwidth can sustain
excessive retransmissions reducing the benefits of TAR. Note
that small differences in the results do not matter because
of the limited number (five) of assessors. When relays are
not available, the adoption of TAR is still helpful. Overall,
PROTAR achieves the best performance.
Table IV summarizes the average visual quality results for

all the above scenarios for each test sequence. The results
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Fig. 9. Visual quality results for the mobile scenario
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Fig. 10. Visual quality results for the single session scenario in a dynamic environment

clearly show that the hybrid scheme, PROTAR, that combines
the benefits of PRO and TAR achieves the highest visual
quality.

VII. CONCLUSION

In this paper, we introduced hybrid spatial/temporal retrans-
mission, building on our prior work of opportunistic retrans-
mission (PRO) and time-based adaptive retransmission (TAR)
to improve quality of video streaming services over wireless
LANs. To increase individual throughput as well as overall
network capacity, PRO relies on overhearing nodes to function
as relays that retransmit failed packets on behalf of the source.
Specifically, the best relay out of the set of nodes that currently
have the copy of the packet is responsible for retransmitting
(relaying) the packet. Relays with stronger connectivity to the
destination have a higher chance of delivering packets success-
fully than the source, thus resulting in a more efficient use of
the channel. To reduce the number of late arrivals, TAR uses
a retransmission deadline rather than a fixed retry count. The
gain of the proposed hybrid scheme is demonstrated using both
theoretical analysis, and testbed and real-world experiments.
Our extensive evaluation results demonstrate that the hybrid
spatial/temporal retransmission scheme boosts video quality in
a variety of wireless environments. The benefits are especially
significant for high-contention channels, under fading, and for
mobile users.
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