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Abstract 

Video streaming over time-varying, error-prone wireless LANs (WLANs) poses many challenges. One 

problem is that WLANs are designed without awareness of the characteristics of application data, which 

causes performance degradation in a noisy or congested environment. In this paper, we propose a Time-based 

Adaptive Retry (TAR) mechanism for MPEG-like video streaming over 802.11 wireless networks. TAR 

dynamically determines whether to send or discard a packet based on its retransmission deadline instead of 

adopting a static retry limit uniformly over all the packets. Our approach can adapt the retry limit for each 

individual packet, thus providing indirect unequal error protection over different types of video frames. 

Analytical and simulation results show that TAR significantly improves video quality and saves channel 

bandwidth. We also describe a preliminary software-based implementation of TAR and use it to demonstrate 

the practicality of the proposed approach. 

Key Words: adaptive retransmission, 802.11 MAC, video streaming, cross-layer optimization 
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1 Introduction 

 
With the wide adoption of 802.11 WLANs, wireless video streaming has gained a lot of attention. However, 

due to the time varying, error prone nature of WLANs, wireless video streaming poses many challenges. 

Many solutions have been proposed to improve the quality of wireless video streaming. One approach is to 

apply additional controls in the application layer at the video source. Examples of this type of solution include 

selective dropping [1], FEC, ARQ, or Hybrid ARQ [2], and application layer scheduling [3]. These end-to-

end techniques perform well in the wireline environment, but may not react promptly in a more dynamic 

wireless network. Another method is introducing an additional server on the boundary of the wired and 

wireless networks. Representative examples include video transcoding [4], adaptive video caching [5], and 

dynamic rate shaping [6]. Since the bottleneck of a connection usually happens on the “last-mile” wireless 

link, those solutions react to channel variations more quickly. However, introducing an intermediate entity 

also causes extra delay and requires additional investments. 

Recently, researchers have proposed the idea of cross-layer design to combat the challenges of wireless 

video streaming [7]. While the conventional layered architecture reduces the network design complexity, it is 

believed that the layered strategy does not always result in optimal overall performance for wireless video 

streaming. Moreover, several duplicate protection strategies are implemented at various layers, causing 

unnecessary overhead. For video streaming applications with high bandwidth requirements coupled with tight 

delay constraints, a cross-layer design that optimally adapts to both underlying channel conditions and 

specific application requirements can result in substantial performance gains. Our work falls in this category 

of solutions. 

In this paper, we present a cross-layer mechanism for video streaming over 802.11-like 2  wireless 

networks. The 802.11 specification [8] recommends a simple retransmission mechanism: a failed packet is 

retransmitted several times until a static retry limit is reached. We argue that this count-based retransmission 

scheme should be replaced with a time-based one to provide better quality of service for delay sensitive video 

streaming applications. With time-based logic for media access control (MAC) layer retransmission, the 
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media access control (MAC) layer dynamically determines whether to send or discard a packet based on a 

retransmission deadline attached by the video server. This can significantly reduce the number of late packets. 

In addition, the proposed mechanism can leverage the inter-coded property of today’s video coding standards 

[9] [10] to provide unequal error protection over different types of video packets. Both simulation and 

experimental results show that our approach outperforms the count-based retransmission mechanism in terms 

of video quality. 

The rest of this paper is organized as follows.  We review the conventional 802.11 retransmission 

mechanism in the next section. Section 3 presents the proposed time-based retransmission algorithm where an 

initial delay of one GOP (Group Of Pictures) period is sufficient. Section 4 gives a brief introduction of video 

coding properties, which leads to a method for selecting retransmission deadlines.  Section 5 analytically 

compares the proposed scheme with a widely known cross-layer protection strategy presented in [8]. Section 

6 presents our simulation and experimental evaluation results. Finally, we discuss related work in Section 7 

and summarize in Section 8. 

 

2 802.11 Retransmission 

 

 
 

(a) The channel is idle for a DIFS interval before the transmission 
 

 
 

(b) The channel is busy during a DIFS interval before the transmission 
 
 

Figure 1. Data transmission in the 802.11 standard 
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In this section, we review the conventional retransmission scheme adopted in the 802.11 standard [8]. 

Today’s most popular 802.11 protocols include 802.11a, 802.11b, and 802.11g. 802.11b was released first 

and can operate at speeds of 1, 2, 5.5 and 11 Mbps, referring to four different physical (PHY) modes. Each 

PHY mode represents a particular modulation scheme and code rate. While higher speeds offer a higher data 

rate, they are also more vulnerable to noise and interference. 802.11a and 802.11g use an Orthogonal 

Frequency Division Multiplexing (OFDM) to provide eight different PHY modes ranging from 6 to 54 Mbps. 

802.11a operates at a different frequency band from 802.11b/g. 

The 802.11 MAC defines two forms of medium access, Distributed Coordination Function (DCF) and 

Point Coordination Function (PCF). PCF is a centralized access scheme in which the access point grants 

access to the channel to stations that request it. PCF was never deployed commercially. We therefore restrict 

our study to the DCF access scheme. The DCF mode is a contention-based medium access scheme. As shown 

in Figure 1, before transmission, a station first senses the wireless channel to detect whether the channel is 

busy or idle. If the channel is idle for a distributed inter frame space (DIFS) interval, it transmits immediately 

(Figure 1(a)); otherwise it backs off for a randomly selected time interval based on the current contention 

window size (Figure 1(b)). The backoff interval is a certain number of backoff slots, where the length of a 

backoff slot is medium-dependent. If the medium becomes busy due to other co-channel interference during 

the backoff period, the station holds the backoff counter until the channel is detected idle again for a DIFS 

interval. After sending a packet, the station can infer frame loss by the lack of a positive acknowledgement 

from the receiver. To deal with transmission error, the sender increases the contention window size to the next 

power of two until the maximal window size is reached.  Based on the current contention window, a new 

backoff time is chosen and the same backoff process as described earlier in this paragraph is repeated. This 

retransmission process continues until a static retry limit is reached. At that point, the MAC layer abandons 

the current packet and starts to serve the next one.  

Allowing a larger retry limit when several competing stations are attempting to gain access to the 

medium increases the chance of successful transmission of a particular packet. However, a larger retry limit 

can also result in a longer delay in the retransmission process, which can be harmful to delay-sensitive data 

such as video. Recall that the backoff time counter is decremented as long as the channel is sensed idle, but is 
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“frozen” when a transmission is detected on the channel and reactivated when the channel is sensed idle again 

for more than a DIFS interval. Therefore, the actual time taken in the retransmission process is heavily 

dependent on the activities of competing traffic. It is crucial to select an appropriate retry limit so that the 

timing constraint of video data is not violated.  

The exponential backoff mechanism is borrowed from the 802.3 standard (Ethernet) to resolve collisions 

in a shared network. While this technique works well in a wired medium, several issues are raised when it is 

used in transmitting video data over wireless networks. In the rest of this section, we present a simple analysis 

to demonstrate the problems of such count-based retransmission scheme, operating in a noisy and a congested 

channel, respectively. 

 

2.1   Noisy channel 

To gain some insight into the impact of 802.11 retransmissions in a noisy channel, let us consider the time 

taken in the retransmission process for a single packet (i.e. from the time point when a packet is ready for its 

initial transmission until the point when the retry limit is reached). Suppose R denotes the retry limit; CWmin 

and CWmax denote the minimal and maximal contention window sizes, respectively. For an L-byte long packet 

transmitted in PHY mode m, the expected transmission time without the intervention of competing traffic for 

reaching R retries is: 
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where is the transaction time for sending an L-byte 

long packet in PHY mode m. Here and are the transmission time for an L-byte long data 

packet and the corresponding acknowledgement; aSIFSTime and are the SIFS and DIFS 

intervals as described in the 802.11 specification. If we consider an 802.11a network with R = 4, L = 1024, 

and PHY mode = 5 (24 Mbps), with the 802.11a PHY characteristics given in Table 1 we obtain 
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environment [11]. As a result, it is relatively easy for a packet (or several consecutive packets) to reache the 

retry limit during deep fading. If this packet happens to belong to a reference video frame, the resulted video 

distortion will propagate all the way to the end of the GOP, causing serious quality degradation at the receiver. 

In this case, the retry limit is too conservative and a larger retry limit is needed. 

Table 1. IEEE 802.11a PHY characteristics 

Characteristics Value Comments 
aSlotTime 9 μs Slot time 
aSIFSTime 16μs SIFS time 
aDIFSTime 34μs DIFS time 
CWmin 15 Minimal contention window size 
CWmax 1023 Maximal contention window size 

  

2.2   Congested channel 

Now let us consider another situation where the channel is heavily loaded with traffic from multiple 

contending stations. In a congested network, most packet loss results from collisions. As described in the 

beginning of this section, upon a packet loss, the wireless station randomly chooses a backoff time and tries to 

retransmit the packet after the backoff time expires. However, during the backoff period, other contending 

stations may “seize” the channel and force the backoff counter to “freeze” until the channel is sensed idle 

again for more than a DIFS interval. Therefore, the actual length of the backoff period can be much longer 

than expected. To understand the possible impact on video data under such channel condition, we use an 

analysis similar to that of Section 2.1. We borrow the concept of conditional collision probability 3  as 

described in [12]. Assume the channel is “seized” by other contending stations with a constant and 

independent probability p at each time slot. Then (1) can be rewritten as: 
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3 The conditional collision probability is the probability of a collision seen by a packet being transmitted on 
the channel. Interesting readers may refer to [12] for the details. 
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where we assume all the contending stations transmit packets with the same length L and physical mode m as 

the backoff station. If we apply the same parameters as in Section 2.1 and assume the conditional collision 

probability p = 0.8, we then obtain . This value is much larger than the 

expected backoff time with no or low competing traffic (4.21 msec). 

msec 83)1024()( 5
4 =Τ=Τ Lm

R

Consider a video sequence with a frame rate or 15 frames/sec (an inter-frame interval is 67 msec). If a 

packet takes 83 msec to transmit, then the transmit time for a video frame (which usually includes multiple 

packets) can be hundreds of milliseconds, which is much longer than the inter-frame interval, so the frame is 

likely to be late for playback. Even worse, transmitting late packets delays subsequent eligible packets, 

causing more and more packets to be late, that is, the delay is cumulative. Introducing some level of initial 

delay at the receiver may postpone the occurrence of this effect, but it cannot completely solve the problem. 

When the retransmission process takes too long to send a packet, the retry limit is too aggressive and a 

smaller retry limit is preferred. 

Congestion and noise are typical features of the volatile wireless medium. The time-varying nature of 

wireless networks makes it difficult to select a static retry limit that is suitable for video data under all 

conditions. A dynamic retry mechanism that can adapt to channel conditions is preferable. In the next section, 

we propose a Time-based Adaptive Retransmission mechanism, abbreviated as TAR, to improve the 

performance of wireless video streaming. TAR is devised to support adaptability in the retransmission process 

while remaining compatible with the 802.11 protocol. 

 

3 Time-based Adaptive Retransmission (TAR) 

Figure 2 shows the main idea of TAR. Unlike the conventional 802.11 MAC which discards a packet when a 

predefined, static retry limit N is reached, TAR adaptively decides whether to discard or (re)send a packet 

based on a retransmission deadline D attached to that packet. The retransmission deadline is assigned by the 

application layer according to the application’s specific requirements for the transmitted media data, and it is 

used by the MAC layer to decide when to stop the retransmission process for each packet. A TAR-aided 

MAC keeps retransmitting a packet as long as its retransmission deadline is larger than the current time. 
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Therefore, the exact retry limit is not determined a priori but dynamically adapted to network conditions. 

TAR is a cross-layer protection mechanism since it involves the collaboration between the application and 

MAC layers. 

 

Figure 2. Main idea of TAR 

TAR has the following attractive properties for wireless video streaming: 

• Adaptation to traffic activities and channel conditions: As discussed in Section 2, the random 

backoff period in a noisy channel or a heavily loaded channel can be quite different. TAR adaptively 

determines the retry decision based on the retransmission deadline so that late packets are directly 

dropped at the sender without wasting network bandwidth. 

• Automatic indirect Unequal Error Protection: In general, video data are inter-coded, resulting in 

differences in the importance of the various types of frames. Therefore, stronger protection should be 

applied to more important video packets than to the other ones. Through careful assignment of 

retransmission deadlines, the system can provide unequal error protection for different types of 

packets. Specifically, a far off deadline will result in more retries (and hence, stronger protection 

against transmission errors) is assigned to more important packets while a closer deadline, and thus 

fewer retries, is assigned to less important ones. This property is similar to the unequal error 
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protection (UEP) applied in forward error control. 

• Equal channel access opportunity: TAR maintains the same 802.11 channel access opportunity by 

mimicking the transmission behavior of the conventional 802.11 protocol. Specifically, the 

contention window size is adjusted based on the conventional 802.11 protocol so that the time-based 

retransmission behavior is transparent to other stations. As is shown in the example in Figure 3(a), if 

the retry limit is set to four, a TAR-aided station will be configured to reset its contention window 

size at its fifth retry, mimicking the case as if the old packet is discarded and a new packet is being 

transmitted, even though the same packet is being transmitted. As for another example shown in 

Figure 3(b), if a TAR-aided station decides to discard a packet after the second retry (due to 

retransmission deadline expiration), it will not reset the contention window size for the transmission 

of the next packet. The contention window size is reset until after the second retry of the new packet, 

mimicking the conventional channel access behavior defined in the 802.11 specification. This 

property assures equal channel access opportunities for TAR and non-TAR stations.  

 
(a)       (b) 

Figure 3. Examples of TAR’s transmission behavior to mimic the conventional 802.11 protocol with 

retry limit four when the adapted number of retransmissions is (a) larger than the retry limit and (b) 

smaller than the retry limit. 
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Simply put, TAR replaces the conventional “count-based” retransmission scheme with a “time-based” 

retransmission strategy, which is preferable for serving delay sensitive video data. With the proper assignment 

of retransmission deadlines, such time-based retransmission method provides better user perceived quality. In 

the next section, we present a simple method for determining the retransmission deadlines for MPEG-like 

inter-coded video. 

 

4   Retransmission Deadline 

We present a simple method to determine the retransmission deadlines for pre-encoded video data. This 

solution takes advantage of the inter-coded property of today’s video coding techniques (e.g. [9] [10]). It is 

well known that successive frames have “temporal redundancy”, so a good method of compression is to 

transmit only the changes in information from one frame to the next. In general, this technique defines three 

types of frames: I frame, P frame, and B frame. I (Intra-coded) frames are constructed without reference to 

any other frames. I frames are larger than the other types of frames because they contain all the information 

needed to reconstruct a frame. P (predicted) frames are predicted from past frames. Only the difference 

between the previous frame and the P frame is transmitted. Because of the temporal redundancy, P frames 

contain much less data than I frames. Finally, B (bidirectional predicted) frames contain only the information 

that cannot be derived from previous and future frames. B frames are typically the smallest frames. The 

typical video encoding structure is shown in Figure 4. The repeated pattern of a leading I frame followed by 

optional P and B frames is known as a Group of Pictures (GOP). 

While reducing temporal redundancy significantly increases the compression ratio, it also causes the 

problem of “error propagation”. That is, packet loss of a reference frame will propagate across multiple 

frames which are inter-coded with respect to the reference frame. In other words, receiving an inter-coded 

frame is useless if its corresponding reference frame is lost. The goal of our solution is to prioritize those 

important reference frames by giving them a later retransmission deadline.  

Consider a video sequence with GOP size α and inter-frame interval λ. Without losing generality, we 

assume α and λ are fixed and known a priori. As shown in Figure 5, the video sequence is expressed by 
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Figure 4. Typical inter-coded video frame structure 

 

S = {F1,1 F 1,2 F 1,3 … F 1,α F 2,1 … F i,j …} 

where F i,j denotes the j-th frame within the i-th GOP. Frame Fi,j is composed of video packets with Pi,j
(k) 

denoting the k-th video packet in Fi,j. For each Pi,j
(k), We define the following retransmission extension period 

in seconds:  

                   (4) )1)(()( ,
)(

, += ji
k
ji FMPR λ

where M(Fi,j) is the number of frames inter-coded with respect to Fi,j. For simplicity, all video packets 

corresponding to the same frame are assigned the same R(·), which is shown as the dashed lines in Figure 5. 

For example, for the first I-frame, we assign 7λ as its retransmission extension period because 6 frames are 

directly or indirectly inter-coded with respect to it and we add one for the frame itself. Similarly, for the 

first P-frame, we assign 6λ as its retransmission extension period and for the first B frame, we assign λ as 

its retransmission extension period because no frames are inter-coded with respect to it. By associating a 

reference frame (and all its composing video packets) with a larger R(·), Eq. (4) represents the relative 

importance of each packet in terms of its error propagation properties. 

Given the retransmission extension period defined in (4), the wireless sender can compute the 

retransmission deadline, that is, the time instant when the retransmission process stops and the packet is 

discarded. We assume that video is played strictly following the original temporal relationship at the receiver 
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(no stretching or shrinking of the display time). We formulate the retransmission deadline D(Pi,j
(k)) for video 

packet Pi,j
(k)  as:  

)())1()1(()( )(
.

)(
.

k
ki

k
ji PRjiPD +−+−= λα           (5). 

 

 

Figure 5. System diagram of a TAR-aided MAC 

Our adaptive retry technique works as follows: Just before packet Pi,j
(k) is to be (re)sent, the MAC compares 

the current time with D(Pi,j
(k)). If the current time is less than D(Pi,j

(k)), an initial transmission or a retry is 

issued. Otherwise this packet is dropped and the process is repeated for the next packet in the queue. 

Note that (5) is derived by assuming a maximal initial delay of one GOP period (αλ), which means one 

GOP-size buffer should be sufficient at the receiver. We count on an out-of-band signaling protocol to 

synchronize this information between the video sender and the video receiver. This initial delay is well within 

the range of acceptable delays (1-10s) for noninteractive video streaming [14].  One can extend the 

retransmission deadline in (5) to create more retransmission opportunities in a fading channel. Larger 

retransmission delay implies a larger smoothing window and allows the wireless network to recover from 

longer error periods. The tradeoff is the requirement of a larger buffer and a longer initial delay at the receiver. 
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5. Comparison with the FEC_ARQ strategy 

As mentioned in Section 1, many cross-layer solutions have been proposed for wireless video streaming. In 

general, the methodology is to select the values of the protocol parameters to maximize or minimize an 

objective function. In this section, we compare TAR with the “Adaptive Application-Layer FEC and MAC-

Layer ARQ” or FEC_ARQ strategy proposed in [14]. We select the cross-layer method proposed in [14] for 

two reasons. First, the authors presented a very comprehensive evaluation of different error control and 

adaptation mechanisms available in different layers for wireless video streaming. Secondly, the method 

proposed in [14] is an end-to-end approach which requires no support from the underlying network. We are 

interested in comparing this end-to-end method with our local time-based mechanism. 

The FEC_ARQ strategy is an end-to-end approach that considers the MAC retry limit, application-layer 

forward error correction (FEC), and adaptive packet size selection in an integrated manner. The best set of 

retry limit, Reed-Solomon (RS) FEC parameters, and packet size are chosen in terms of maximal throughput 

efficiency, given certain channel conditions (bit error rate). Because the current 802.11 WLANs do not 

employ FEC, the application-layer FEC is used. 

The FEC_ARQ strategy adopts a cross-packet RS coding for video packets at the application layer. It is 

necessary to apply the RS coding across video packets because 802.11MAC implementations discard the 

entire MAC frame whenever there is an error. As shown in Figure 6, K video packets each of length La bytes 

are buffered at the interleaver. The first symbol (byte) from each of the K packets is sent through a (N,K) RS 

coder resulting in (N-K) parity symbols, which form the first byte of the (N-K) parity packets. This is repeated 

for the La bytes resulting in (N-K) parity packets each of length La. Each video or parity packet is transmitted 

via an IEEE 802.11 MAC frame.  The loss of a frame results in a symbol erasure at the RS decoder in the 

application layer. The application-level RS decoder can correct up to (N-K) packet losses out of N packets. 

We choose the optimal packet size given current link layer parameters such as SINR, bit error rate (BER), 

symbol rate, and constellation size for maximal throughput. In general, the packet length that maximized 

the throughput is given by [7] 

*
aL

 13



Video packet 1
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Figure 6. (N,K) APP-Layer RS Code [14] 
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where H is the size of the packet header, b is the number of bits per symbol, and pe is the probability of a 

symbol error, which depends on the modulation type and link SINR. The optimal packet size will be used for 

both approaches in the following analysis.  For simplicity, we only consider the base layer video stream 

encoded with I and P frames. Therefore, all the frames within a GOP have the same retransmission deadline, 

which is at the end of the GOP period. For performance comparison, we study the expected number of 

correctly-received video packets.  

Let us first consider FEC_ARQ: Assuming the symbol size is 8 bits (b = 8) and the symbol error rate is 

fixed, the probability of a packet error with length L bytes is 

L
epp )1(1 −−=    (7). 

Eq. (7) can be generalized with any bit error model (e.g. bursty errors). With a fixed retry limit R, the packet 

error rate pR after R retransmissions is given by: 
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An (N,K) RS decoder can correct up to (N-K) packet erasures - more than (N-K) packet erasures results in 

a decoding failure. Therefore, if we assume no packet fragmentation and concatenation in the lower layers (La 

= L), the probability of packet error after RS decoding is given by 
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When a decoding failure happens, the receiver will have N - i (i < K) correctly-received packets, 

including both video and parity packets. On average, (K/N)(N – i) packets out of N – i correctly-received 

packets should be video packets. Hence, the expected number of correct video packets can be obtained as 
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For cross-layer optimization, nfec_arq is maximized by choosing optimal N, K, and R in [14], given a 

packet error rate p.  

Now let us consider TAR under the same channel condition. That is, given the same number of 

transmission opportunities as FEC_ARQ, we are interested in how many video packets TAR can send 

successfully. Since TAR utilizes the full channel capacity for video packets, the expected number of correct 

video packets in TAR can be written as 

)1( prNntar −⋅⋅=              (12). 

Eq. (12) can be explained as follows: Given the average number of retries r in FEC_ARQ, the expected 

number of transmissions, including both failed and successful ones, in serving N packets is N· r. With a packet 

error rate p, the expected number of successful transmissions is N· r· (1-p). Since TAR only sends video 

packets (FEC is not adopted), this corresponds to ntar in (12). 

Figure 7 compares TAR and FEC_ARQ for N=63, R=8. The parameter values are chosen to be consistent 

with [14]. In Figure 7 (a), FEC_ARQ shows a linearly increasing number of correct video packets until K > 

 15



47; this corresponds to full FEC protection of the video data against channel errors. When K increases further, 

the number of parity packets (N-K) is no longer sufficient to cover channel errors so the expected number of 

correct video packets starts to drop. As K > 57, the FEC provides almost no protection and the packet error 

rate is dominated by R, so the number of correct video packets increases proportionally to K.  It is clear that 

TAR outperforms FEC with different values of K. 
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(a)       (b) 

Figure 7. Comparison of TAR and FEC_ARQ with equal error protection (EEP) in (a) number of correct 

video packets and (b) packet loss rate. 

In Figure 7 (b), the packet loss rate is given, under the assumption that we have an equal number of I-

frame and P-frame packets (=K/2).  We see that with the FEC_ARQ strategy, FEC cannot completely correct 

packet errors when K > 47. In contrast, TAR achieves error free transmission for I frames for any K thanks to  

its adaptive retransmission strategy.  However TAR does suffer packet losses for P frames when K > 54 

because at that point, the video bandwidth requirements exceed the channel capacity. 

In general, the retransmission strategy should keep the packet loss rate of the reference frames small to 

avoid the error propagation effect.  Figure 7 shows that FEC_ARQ’s strategy of maximizing the number of 

correctly received video packets prevent it from operating at the optimal point. Selecting a large R can reduce 

the gap between TAR and FEC_ARQ, but it also increases the probability of late arrivals in FEC_ARQ. In 
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contrast, TAR prioritizes I frame packets by adopting time-based adaptive retransmissions. TAR explicitly 

considers the delivery deadline in its retransmission strategy, which eliminates the need of FEC.  In fact, one 

can prove that ntar > nfec_arq for any combination of (N,K) and R. A formal proof for this statement is given in 

the appendix. This performance gain is obtained from not sending parity packets and using the time-based 

adaptive retry within the GOP period. 

Figure 7 presents a comparison between for TAR and FEC_ARQ using equal error protection (EEP) for 

FEC-ARQ, that is. FEC-ARQ does not consider the differences in packet types during optimization.  To 

provide a fair comparison, we now consider FEC_ARQ with unequal error protection (UEP).  We again 

assume that we have the same number of I-frame and P-frame packets (=K/2) and we use all the parity 

packets to protect I frames while there is no FEC protection for P frames. The comparison results are shown 

in Figure 8.  In Figure 8 (a), we observe that the pattern of the number of correct video packets is similar to 

that in Figure 7(a). However, since all the parity packets are applied to I frames, the number of correct video 

packets in FEC_ARQ with UEP is smaller than that in FEC_ARQ with EEP. Nevertheless, this does result in 

a smaller packet error rate for I frames, as is shown in Figure 8 (b). With unequal error protection, the I-frame 

loss rate Is lower than the P-frame loss rate. Since there is no FEC for P frames, the P-frame loss rate is 

dominated by R and is independent of K.  We see that TAR again outperforms FEC_ARQ with UEP because 

it does not need to send parity packets but uses time-based retransmission to protect reference frames.  

Besides using different error recovery strategies, TAR and FEC-ARQ also have different deployment 

requirements.  FEC_ARQ falls into the category of end-to-end cross-layer approaches, which means that 

optimization decision is made by the source, so FEC_ARQ requires no support from the network. TAR does 

have to be integrated into the network, which makes deployment more difficult.  However, because it resides 

in the network, TAR is more agile.  For example, TAR can achieve good performance even under highly 

bursty error conditions because retransmissions are issued locally “on demand”. FEC_ARQ will need to 

enlarge its interleaving depth to recover from bursty errors. This may have two undesirable side effects.  First, 

it may increase buffer space requirements and delay at the receiver to accommodate FEC decoding.  Second, 

it may increase the amount of bandwidth that is wasted on parity packets when error rates are low, because it 

is difficult to do perfect application-level adaptation to wireless channel conditions.   
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Figure 8. Comparison of TAR and FEC_ARQ with unequal error protection (UEP) in (a) number of 

correct video packets and (b) packet loss rate. 

6. Evaluation Results 

We use both simulation and experimental measurements to evaluate the performance of TAR. The simulation 

results are based on a congested noisy environment where multiple moving stations transmit video data 

concurrently. The experimental results reflect a more realistic comparison. We also describe our TAR 

implementation to demonstrate the practicability of TAR.  

6.1 Simulation-based Evaluation 

We use OPNET [15] 10.5.A to simulate an 802.11a independent basic service set (IBSS) with six stations. 

Two stations serve as the video sender/receiver pair and the others are contending stations with back-to-back 

traffic to transmit. The 802.11 MAC layer was modified to employ TAR. The test video sequence is 

“foreman” encoded in MPEG-4 CIF format with quantization step size 4, 30 frames per second, and 15 

frames per GOP. The encoding pattern is IBBPBBPBBPBBPBB. Six copies of the sequence are concatenated 

to form a 60-second video stream. The video sequence is packetized into 1024-octet MAC frames with 
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average inter arrival time 5 msec (equal to the encoding rate). The initial delay is set to 500 ms (one GOP 

period) to accommodate the latency introduced by retransmissions as described in Section 3.  

To simulate the wireless LAN environment, RF propagation is modeled using a Friis path loss large-scale 

radio propagation model and a Rayleign fading envelope [16]. The latter models the fading phenomenon on 

short time-scales, which arises due to moving transmitters, receivers, or objects along the transmission path. 

We configured each station with a walking speed of 0.5 m/s. The receive power thresholds for the different 

data rates are based on the Atheros 802.11a wireless LAN card datasheet [17]. 

We ran simulations for three retransmission mechanisms: (a) the proposed TAR mechanism, (b) a fixed 

retry limit (= 4), and (c) an infinite retry limit. For fair comparison, the fixed retry limit (=4) is chosen so that 

it is optimal in terms of the overall losses it will produce. Table 2 compares the packet loss rates for the three 

mechanisms.  We distinguish between packet losses at the network (when the retry limit is reached or when 

the retransmission deadline expires after several failed trials), at the video sender (when the delivery deadline 

for a packet is earlier than the initial transmission time and the packet is discarded without any transmission 

attempts), and at the video receiver (when a packet arrives too late for playback). We see that TAR suffers the 

lowest total packet loss rate among the three mechanisms. Most packet losses in TAR occur at the sender, 

which suggests that TAR saves channel bandwidth by not sending useless packets that will inevitably be 

discarded at the receiver. In contrast, most packet losses with the other two mechanisms occur at the receiver, 

that is, after the packets have consumed channel bandwidth. 

Figure 9 breaks down the packet loss rate by video frame type.  The graph shows that TAR achieves 

indirect unequal error protection: the I frame packet loss rate is less than the P-frame packet loss rate, which 

in turns is less than the B-frame packet loss rate. Figure 10 uses the “ahead of schedule time” metric to 

compare the delays incurred by the different mechanisms.  The “ahead of schedule time” metric represents the 

difference between the packet arrival time and the corresponding frame playback time. Hence, a positive 

value of the ahead of schedule time means an eligible packet while a negative value indicates a late packet. 

With a 500 ms initial delay, TAR does not suffer from late arrivals while the other two mechanisms do suffer 

delays that accumulate over time.  
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Table 2. Comparison of the packet loss rate 

Drop 
Location Retry Limit I-frame Packets P-frame Packets B-frame Packets 

 TAR aided 0 0.30% 13.87% 
Sender Fixed at 4 - - - 
 Infinite - - - 
 TAR aided 0 0 0.71% 
Network Fixed at 4 0.56% 0.47% 0.53% 
 Infinite 0 0 0 
 TAR aided 0 0 0 
Receiver Fixed at 4 48.81% 48.81% 50.00% 
 Infinite 89.32% 88.78% 89.76% 

 

 

0.00 0.30

14.58

50.37 49.28 50.54

89.32 88.78 89.76

0.00

20.00

40.00

60.00

80.00

100.00

I frame packets P frame packets B frame packets

Frame Type

Pa
ck

et
 L

os
s 

R
at

e 
(%

)

CAR Fixed at 4 Infinite retry

 
Figure 9.  Packet loss rate for different types of video frames 

 
 

The video quality can be assessed using the Peak Signal to Noise Ratio (PSNR) metric; a high PSNR 

value corresponds to a high visual quality. Figure 11 compares the PSNR of the Y component for the three 

mechanisms. Although several distortions occur, TAR consistently maintains a higher PSNR throughout the 

simulation period. The average PSNR of TAR, fixed retry limit (=4), and infinite retry are 37.44 dB, 24.1 dB, 

and 19.09 dB, respectively. The fluctuating pattern for the other two mechanisms is caused by error resilience 

behavior and the repeated video content (every 10 seconds). 
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Figure 11. PSNR of the Y Component 
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6.2 Experimental Evaluation 

Today’s 802.11 products integrate the count-based retransmission operation in the chipset. Unfortunately, 

modifying the chipset to replace the conventional mechanism with proposed time-based scheme is not 

possible.  Instead, we present a software implementation that incorporates the time-based operation into the 

count-based design. This preliminary implementation does not fully reflect the TAR algorithm, but it is 

sufficient to demonstrate the practicality and behavior of TAR.  In this section, we first describe our software 

implementation and we then present some experimental results.  

 

Figure 12. Software structure of TAR on the Atheros MADWIFI platform 

 

6.2.1 Implementation 
 

We use the Atheros AR 5212 chipset as our implementation platform.  Our TAR implementation runs on 

Linux and uses the Multiband Atheros Driver from the WiFi (MADWIFI) project, available on SourceForge 

[18]. Atheros provides considerable flexibility in the MAC layer, allowing us to implement TAR.  The video 

server application uses RTP’s extension capability [13] to insert the retransmission deadline into each video 

packet.  
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Figure 12 shows the operation of our software implementation. Whenever the protocol stack wants to 

transmit a new packet, the driver appends the packet to the tail of a driver-maintained “packet pool”. The 

driver also regularly retrieves information on the current occupancy of the hardware buffer from the network 

interface.  If the occupancy is below some threshold, it moves additional packets from the packet pool to the 

hardware buffer.  The driver is also notified of the transmission status of completed packet by the interrupt 

handling routine ath_tx_tasklet_q0(). If a packet transmission failed due to excessive retries, the driver 

compares the retransmission deadline of that packet with the current time and it reinserts the packet at the 

head of the packet pool if the retransmission deadline has not expired; it discards the packet otherwise. By 

keeping occupancy of the hardware buffer low and by using a small (fixed) retry count we can approximate 

the operation of TAR by having the retransmission of packets be controlled by the per-packet retransmission 

deadline. Note that reinserting a failed packet at the head of the packet pool may cause unordered delivery. 

However, the out-of-order range is small since we use a low hardware buffer threshold.  

 

6.2.2 Evaluation results 
 

We conducted experiments in two scenarios.  In the first scenario, a TAR-aided wireless client is associated 

with an 802.11b access point (AP). The video server and client are running on the wireless client and AP, 

respectively. In this scenario, we manually set the link layer rate to 2Mbps to simulate a distant client with 

rate adaptation support. The test video sequence is “foreman” encoded in MPEG-4 CIF format, using the 

same parameters as in Section 6.1. Late packets are discarded and not delivered to the decoder.  In the second 

scenario, another wireless client is added to the IBSS, serving as a contending station injecting heavy 

competing traffic (using broadcast ping) into the network. In this scenario, the manual setting of the 

transmission rate is removed so the video server station now uses the highest rate (11Mbps) to connect with 

the AP. Otherwise, the same configuration is used as in the first scenario.  

The experimental results are shown in Figure 13 and Figure 14. We observe that in both scenarios, TAR 

provides better video quality in terms of PSNR. When the bandwidth is not sufficient to support the full video 
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rate, TAR can deliver superior video quality by protecting the reference frames with a longer retransmission 

deadline. 

. 

0

5

10

15

20

25

30

35

40

1 151 301 451 601 751 901 1051 1201 1351 1501 1651

Frame Index

PS
N

R
 (d

B
)

CAR
Non-CAR

 

Figure 13. PSNR of the Y Component in Scenario 1 
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Figure 14. PSNR or the Y Component in Scenario 2 
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7.  Related Work 

Researchers have proposed several cross-layer designs to combat the challenges of wireless video streaming 

[7][14][19-22]. It is believed that the conventional layered strategy does not always result in optimal 

performance for wireless video streaming. Moreover, protection strategies are often replicated at multiple 

layers, causing unnecessary overhead. In [14], van der Schaar et al. propose a novel adaptive cross-layer 

protection strategy for enhancing the robustness and efficiency of video transmission. Solutions for MAC 

retransmission, application-layer forward error correction, scalable coding, and adaptive packetization are 

evaluated. In [19], Shan and Zakhor present an adaptation mechanism in which an application layer packet is 

decomposed exactly into an integer number of equal-sized radio link protocol (RLP) packets. FEC codes are 

applied within an application packet at the RLP packet level rather than across different application packets,  

thus reduce delay at the receiver compared with application level FEC solutions.  

Representative work on the MAC layer retransmission includes [20-22]. Li and van der Schaar [20] 

consider the MAC retry limit and sending buffer occupancy and suggest a heuristic for determining the 

operating point at which packet loss due to buffer overflow and link errors is minimal. Unlike [20], our focus 

is on solving the problem of late packets because it is more critical than transmit buffer overflow.  Liebl et al. 

[21] develop an integrated scheduler and drop strategy in the link layer. The proposed method requires 

accurate channel state information, which is not easy to obtain in practice. In [22], Liebl et al. incorporate 

information about the video stream structure and future channel behavior into the scheduling algorithm. A 

solution based on a simplified rate-distortion model that relies on one single metric per user is proposed. Our 

work can be viewed as a special case of [22]. However, our approach does not rely on knowledge of future 

channel behavior and on the availability of rate-distortion-quality triples in the base station.  

All the abovementioned prior work uses simulation to validate the proposed solutions. We have 

implemented a version of TAR for the Atheros chipset, allowing us to do a more realistic evaluation and 

demonstrating the practicality of TAR. 
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8.  Conclusions 

In this paper, we present a Time-based Adaptive Retry (TAR) mechanism for video streaming over 802.11-

like WLANs. The TAR algorithm dynamically considers the impact of competing traffic and the wireless 

transmission errors. Instead of adopting a static, pre-defined retry limit, TAR dynamically determines whether 

to (re)transmit or discard a packet based on the retransmission deadline attached to that packet. We propose a 

simple method to assign retransmission deadlines, exploiting the temporal relationship and error propagation 

characteristics of different video frames. An analytical comparison between TAR and a representative cross-

layer solution is presented to demonstrate the benefit of time-based adaptive retry. Simulation results show 

that TAR outperforms the conventional persistent retry and fixed retry limit mechanisms considerably in 

terms of packet loss, channel utilization, and user-perceived visual quality. 

We also implemented a version of TAR for the Atheros chipset.   In our implementation, the video server 

application uses RTP’s extension capability to embed the retransmission deadline into video packets. 

Experimental results show that TAR outperforms the count-based retransmission mechanism significantly.  
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Appendix 
 

In this appendix, we formally prove ntar is always larger than or equal to nfec_arq. From (10) and (11), we can 

obtain 
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Substitute (7) and (8) into (9), we have 
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