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ABSTRACT

Recent works about convolutional neural networks (CNN)
show breakthrough performance on various tasks. However,
most of them only use the features extracted from the topmost
layer of CNN instead of leveraging the features extracted
from different layers. As the first group which explicitly
addresses utilizing the features from different layers of
CNN, we propose cross-layer CNN features which consist
of the features extracted from multiple layers of CNN.
Our experimental results show that our proposed cross-
layer CNN features outperform not only the state-of-the-art
results but also the features commonly used in the traditional
CNN framework on three tasks — artistic style, artist, and
architectural style classification. As shown by the exper-
imental results, our proposed cross-layer CNN features
achieve the best known performance on the three tasks in
different domains, which makes our proposed cross-layer
CNN features promising solutions for generic tasks.

Index Terms— Convolutional neural networks (CNN),
cross-layer features, generic classification tasks

1. INTRODUCTION

Convolutional neural networks (CNN) have shown break-
through performance on various datasets in recent studies [1,
2, 3, 4, 5]. This widespread trend of using CNN starts
when the CNN proposed by Krizhevsky et al. [6] outper-
forms the previous best results of ImageNet [7] classification
by a large margin. In addition, Donahue et al. [8] adopt
the CNN proposed by Krizhevsky et al. [6], showing that
the features extracted from the CNN outperform the state-
of-the-art results of standard benchmark datasets. Encour-
aged by these previous works, more researchers start to use
Krizhevsky’s CNN [6] as a generic feature extractor in their
domains of interest.

Although extraordinary performance by using CNN has
been reported in recent literature [1, 2, 3, 9, 10], there is
one major constraint in the traditional CNN framework: the
final output of the output layer is solely based on the features
extracted from the topmost layer. In other words, given the

features extracted from the topmost layer, the final output
is independent of all the features extracted from other non-
topmost layers. At first glance, this constraint seems to be
reasonable because the non-topmost layers are implicitly
considered in the way that the output of the non-topmost
layers is the input of the topmost layer. However, we believe
that the features extracted from the non-topmost layers are not
explicitly and properly utilized in the traditional CNN frame-
work where partial features generated by the non-topmost
layers are ignored during training. Therefore, we want to
relax this constraint of the traditional CNN framework by
explicitly leveraging the features extracted from multiple
layers of CNN. We propose cross-layer features based on
Krizhevsky’s CNN [6], and we show that our proposed
features outperform Krizhevsky’s CNN [6] on three different
classification tasks — artistic style [11], artist [11], and archi-
tectural style [12]. The details of cross-layer CNN features,
the experimental setup and the results are presented in Sec. 2,
Sec. 3, and Sec. 4 respectively.

In recent studies analyzing the performance of multi-layer
CNN [1, 4], both works extract features from Krizhevsky’s
CNN [6] and evaluate the performance on different datasets.
These works achieve a consistent conclusion that the features
extracted from the topmost layer have the best discrimina-
tive ability in classification tasks compared with the features
extracted from other non-topmost layers. However, both
works [1, 4] only evaluate the performance of the features
extracted from one layer at a time without considering the
features from multiple layers at once. Unlike [1, 4], in
Sec. 4, we show that our proposed cross-layer CNN features
outperform the features extracted from the topmost layer of
Krizhevsky’s CNN [6] (the features used in [1, 4]).

In previous works [11, 12] studying the three classi-
fication tasks (artistic style, artist, and architectural style)
involved in this paper, the state-of-the-art results are achieved
by the traditional handcrafted features (for example, SIFT and
HOG) without considering CNN-related features. In Sec. 4,
we show that our proposed cross-layer CNN features outper-
form the state-of-the-art results on the three tasks. Another
related prior work is the double-column convolutional neural
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Fig. 1. The six CNN structures adopted in this work. CNNg
represents Krizhevsky’s CNN [6], and CNN; to CNNj are the
same as CNN except that some layers are removed. We use
each CNN; (i = {0,1,---,5}) as a feature extractor which
takes an image as input and outputs a feature vector f; from
the topmost fully connected layer. These f;s are cascaded to
form our proposed cross-layer features according to the defi-
nition in Table 1.

network (DCNN) proposed by Lu et al. [13]. Using DCNN to
predict pictorial aesthetics, Lu et al. [13] extract multi-scale
features from multiple CNNs with the multi-scale input data
generated from their algorithm. In contrast, our work focuses
on the cross-layer CNN features extracted from multiple
layers without the need to generate multi-scale input.

In this paper, our main contribution is the concept of
utilizing the features extracted from multiple layers of convo-
lutional neural networks (CNN). Based on this concept, we
propose cross-layer CNN features extracted from multiple
layers and show that our proposed features outperform not
only the state-of-the-art performance but also the results of the
traditional CNN framework in artistic style [11], artist [11],
and architectural style [12] classification. To the best of
our knowledge, this is the first paper explicitly utilizing the
features extracted from multiple layers of CNN, which is a
strong departure from most CNN-related works which use
only the features extracted from the topmost layer.

2. CROSS-LAYER CNN FEATURES

Fig. 1 and Table 1 illustrate the involved CNN structures in
this work and how we form our proposed cross-layer CNN
features respectively. There are 6 different CNN structures
in Fig. 1, where CNNjg represents the CNN proposed in
Krizhevsky’s work [6], and CNN; to CNNj are the “sub-
CNNs” of CNNj (they are the same as CNNg except that
some layers are removed). We use the same notation of

feature ID ‘ cross-layer features (Fig. 1) dimension
Fp (baseline) fo k
Fy fo+ f1 2k
F fo+ f2 2k
F3 Jot+ fat fs 3k
Fy Jotfot+ fa+ fa 4k
Fs Jotfotfat+fatfs 5k

Table 1. The summary of the cross-layer CNN features
used in this work. Serving as a baseline, Fj represents
the features extracted from the topmost layer in the tradi-
tional CNN framework. F} to Fj are our proposed cross-
layer CNN features which are formed by cascading f;s
(¢ =1{0,1,---,5}) defined in Fig. 1. We follow the speci-
fication of Krizhevsky’s CNN [6] and use k£ = 4096.

convolutional layers (conv-1 to conv-5) and fully connected
layers (fc-6 and fc-7) as that used in [1] to represent the
corresponding layers in Krizhevsky’s CNN [6]. In Fig. 1,
in addition to the input and output layers, we only show
the convolutional and fully connected layers of Krizhevsky’s
CNN [6] for clarity. Instead of using the output from the
output layer of each CNN; (i ={0,1,---,5}), we treat
CNN; as a feature extractor which takes an image as input
and outputs a k-d feature vector f; from the topmost fully
connected layer, which is inspired by [8]. We follow the
specification of Krizhevsky’s CNN [6] and use £ = 4096 in
our experiment.

In Fig. 1, fo represents the features extracted from the
output of the fc-7 layer in Krizhevsky’s CNN [6], f; repre-
sents the features extracted from the fc-6 layer, and f5 to f5
represent the features derived from different combinations of
the convolutional layers. f; (i = {0,1,--- ,5}) is extracted
from the topmost fully connected layer of CNN;, not from
the intermediate layer of CNNj because the features extracted
from the topmost layer have the best discriminative ability
according to [1, 4]. As the features learned from CNN and its
sub-CNN:ss, f;s implicitly reflect the discriminative ability of
the corresponding layers of CNNj. Most CNN-related works
use only fj and ignore the intermediate features (f; to f5), but
we explicitly extract them as part of our proposed cross-layer
CNN features which are explained in the following paragraph.

Using the feature vectors (f;s) defined in Fig. 1, we
cascade these f;s and form our proposed cross-layer CNN
features. We summarize these cross-layer CNN features (F}
to F) in Table 1, where how the features are formed and their
dimensions are specified. F{y represents the features extracted
from the topmost layer in the traditional CNN framework
without cascading the features from other layers. The feature
IDs listed in Table 1 are used to refer to the corresponding
cross-layer CNN features when we report the experimental
results in Sec. 4, where we compare the performance of F;
(i ={0,1,---,5}) on three different tasks.



dataset Painting-91 [11] Painting-91 [11] arcDataset [12]
task artist artistic style architectural style
classification classification classification
task ID ARTIST-CLS ART-CLS ARC-CLS
number of classes 91 13 10/25
number of images 4266 2338 2043 /4786
image type painting painting architecture
examples of class labels Rubens, Picasso. Baroque, Cubbism. Georgian, Gothic.
number of training images 2275 1250 300 /750
number of testing images 1991 1088 1743 /4036
training/testing split specified [11] specified [11] random
number of fold(s) 1 1 10
evaluation metric accuracy accuracy accuracy
reference of the above setting [11] [11] [12]

Table 2. The tasks and associated datasets used in this work along with their properties. In this paper, we refer to each task by
the corresponding task ID listed under each task. The experimental setting for each task is provided at the bottom of the table.
For the task ARC-CLS, we conduct our experiment using two different experimental settings (the same as those used in [12]).

3. EXPERIMENTAL SETUP

3.1. Datasets and Tasks

We conduct experiment on three tasks (artistic style, artist,
and architectural style classification) from two different
datasets (Painting-91 [11] and arcDataset [12]). We summa-
rize these datasets and tasks in Table 2, where their properties
and related statistics are shown. We also provide the exper-
imental settings associated with each task at the bottom of
Table 2. When reporting the results in Sec. 4, we use the
task ID listed in Table 2 to refer to each task. In Table 2,
“training/testing split” represents whether the training/testing
splits are randomly generated or specified by the literature
proposing the dataset/task, and “number of fold(s)” lists the
number of different splits of training/testing sets used for the
task. To evaluate different methods under fair comparison,
we use the same experimental settings for these three tasks as
those used in the references listed at the bottom of Table 2.
For the task ARC-CLS, there are two different experimental
settings (10-way and 25-way classification) provided by [12],
and we do both in our experiment.

3.2. Training Approach

In our experiment, we use the Caffe [14] implementation to
train the 6 CNN; (¢ = {0,1,--- ,5}) in Fig. 1 for each of the
three tasks in Table 2. For each task, CNN; is adjusted such
that the number of the nodes in the output layer is set to the
number of classes of that task. When using the Caffe [14]
implementation, we adopt its default training parameters for
training Krizhevsky’s CNN [6] for ImageNet [7] classification
unless otherwise specified. Before training CNN; for each
task, all the images in the corresponding dataset are resized to

256256 according to the Caffe [14] implementation.

In training phase, adopting the Caffe reference model
provided by [14] (denoted as MiyageNet) for ImageNet [7]
classification, we train CNN; (¢ = {0,1,--- ,5}) in Fig. 1 for
each of the three tasks in Table 2. We follow the descriptions
and setting of supervised pre-training and fine-tuning used in
Agrawal’s work [1], where pre-training with M, means using
a data-rich auxiliary dataset D to initialize the CNN param-
eters and fine-tuning means that all the CNN parameters
can be updated by continued training on the corresponding
training set. For each CNN; for each of the three tasks in
Table 2, we pre-train it with Mimagenet and fine-tune it with
the training set of that task. After finishing training CNN,,
we form the cross-layer CNN features F; (i = {0,1,--- ,5})
according to Table 1. With these cross-layer CNN feature
vectors for training, we use support vector machine (SVM) to
train a linear classifier supervised by the labels of the training
images in the corresponding dataset. Specifically, one linear
classifier is trained for each F; (i = {0,1,---,5}) for each
task (a total of 6 classifiers per task). In practice, we use
LIBSVM [15] to do so with the cost (parameter C' in SVM)
set to the default value 1. Trying different C' values, we find
that different C' values result in similar accuracy, so we just
use the default value.

In testing phase, we use the given testing image as the
input of the trained CNN; (¢ = {0,1,---,5}) and generate
fis. The cross-layer CNN features F; (i = {0,1,---,5}) are
formed by cascading the generated f;s according to Table 1.
After that, we feed each feature vector (F;) of the testing
image as the input of the corresponding trained SVM clas-
sifier, and the output of the SVM classifier is the predicted
label of the testing image.



4. EXPERIMENTAL RESULTS

Using the training approach described in Sec. 3.2, we evaluate
the performance of F; (i = {0, 1,--- ,5}) defined in Table 1
on the three tasks listed in Table 2. The experimental results
are summarized in Table 3, where the numbers represent the
classification accuracy (%) and the bold numbers represent
the best performance for that task. We compare the perfor-
mance of our proposed cross-layer CNN features (£} to F5)
with the following two baselines: 1: The current known best
performance of that task provided by the references listed in
Table 3. 2: The performance of F{,, which represents the
commonly used features in the traditional CNN framework.

The results in Table 3 show that all of our proposed cross-
layer CNN features (F} to F5) outperform the two baselines
on the three tasks, which supports our claim that utilizing the
features extracted from multiple layers of CNN is better than
using the traditional CNN features which are only extracted
from the topmost fully connected layer. Furthermore, we find
that the types of layers (either fully connected or convolu-
tional layer) we remove from CNNj to form the sub-CNNs
(and hence f; and F;) do not influence the fact that the clas-
sification accuracy will increase as long as the features from
multiple layers are considered simultaneously. Specifically,
the cross-layer CNN features F are formed by cascading the
features from different combinations of the fully connected
layers, but F5 to F5 are formed by cascading the features from
different combinations of the convolutional layers. All of our
proposed cross-layer CNN features (£} to F) outperform the
two baselines on the three tasks because we explicitly utilize
the features from multiple layers of CNN, not just the features
extracted from the topmost fully connected layer.

Table 3 also shows that CNN-based features (Fjy to Fj)
outperform the classical handcrafted features (for example,
SIFT and HOG) used in the prior works [11, 12], which
is consistent with the findings of the recent CNN-related
literature [3, 4, 5, 8, 13]. In addition, our proposed cross-
layer CNN features are generic features which are applicable
to various tasks, not just the features specifically designed
for certain tasks. As shown in Table 3, these cross-layer
CNN features are effective in various domains from artistic
style classification to architectural style classification, which
makes our proposed cross-layer CNN features promising
solutions for other tasks which future researchers are inter-
ested in.

5. CONCLUSION

In this work, we mainly focus on the idea of utilizing the
features extracted from multiple layers of convolutional
neural networks (CNN). Based on this idea, we propose
the cross-layer CNN features, showing their efficacy on
artistic style, artist, and architectural style classification. Our
proposed cross-layer CNN features outperform not only the

task ID ‘ ARTIST-CLS ART-CLS ARC-CLS

prior work 53.10 6220 69.17/46.21
reference [11] [11] [12]

Fy (baseline) 55.15 67.37 70.64/54.84

F 55.40 68.20 71.34/55.57

Fy 56.25 68.29 70.94/55.44

I3 56.40 68.57 70.73/55.35

F, 56.35 69.21 70.68/55.32

F5 56.35 69.21 70.68/55.31

Table 3. The summary of our experimental results. The
numbers represent the classification accuracy (%), and the
bold numbers represent the best performance for each task.
The results show that for all the three tasks, our proposed
cross-layer CNN features (F; to F3) outperform not only
the best known results from prior works but also the features
commonly used in the traditional CNN framework (Fp).

state-of-the-art results of the three tasks but also the CNN
features commonly used in the traditional CNN framework.
Furthermore, as the first group advocating that we should
leverage the features from multiple layers of CNN instead of
using the features from only a single layer, we point out that
our proposed cross-layer CNN features are promising generic
features which can be applied to various tasks.
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