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ABSTRACT

Motivated by the success of free-parts based representations
in face recognition [1] we have attempted to address some
of the problems associated with applying such a philosophy
to the task of speaker-independent automatic speech read-
ing. Hitherto, a major problem with canonical area-based
approaches in automatic speech reading is the intrinsic lack
of training observations due to the visual speech modality’s
low sample rate and large variability in appearance. We
believe a free-parts representation can overcome many of
these limitations due to its natural ability to generalize by
producing many observations from a single mouth image,
whilst still preserving the ability to discriminate between
various visual-speech units. This approach additionally re-
quires a modification to traditional techniques employed for
the estimation of hidden Markov Models (HMMs), whose
resultant models we currently refer to as free-parts HMMs
(FP-HMMs). Results will be presented on the CUAVE audio-
visual speech database.

1. INTRODUCTION

A problem of immense importance across the broad gamut
of pattern recognition tasks at the moment is the ability
to produce robust and well trained classifiers from sparse
amounts of training observations. The task of speaker inde-
pendent automatic speech reading is a prime candidate for
the development and analysis of this generic pattern recog-
nition problem, as the nature of the task demands an ability
to generalize for an infinite number of inter-speaker permu-
tations from a finite and typically small visual-speech data-
base.

It is largely agreed upon that the majority of visual speech
information stems from a subject’s mouth [2]. As a result a
large proportion of the work that has been conducted in au-
tomatic speech reading has been towards the goal of finding

a suitable mouth representation for recognition purposes.
The more discriminant and compact the mouth representa-
tion, generally the easier the recognition task. From liter-
ature [3] mouth features can be categorized into two types,
namely: contour and area based representations. Area based
representations are concerned with transforming the whole
region of interest (ROI) mouth pixel intensity image into
a meaningful feature vector(s). Contour based representa-
tions, like those proposed by Luettin et al. [4], Matthews et
al. [5] or Wark and Sridharan [6] are concerned with para-
metrically atomizing the mouth, based on a priori knowl-
edge of the components of the mouth (i.e. outer and in-
ner labial contour, tongue, teeth, etc.). In a recent paper
by Potamianos et al. [7] a review was conducted between
area and contour features for the tasks of speechreading
(i.e. speech recognition using only the visual modality) on
a large AV database. In this paper it was shown that area
representations obtained superior performance. However,it
has also been noted [8] that the visual speech modality is
inherently under-trained using area-based features; limiting
the performance of current automatic speech reading algo-
rithms. This limitation can be related to the intrinsic lack
of training observations being used to describe the visual
speech modality; due to the modality’s low sample rate and
large variability in pixel appearance.

In this paper we propose a novel representation of the
mouth, which we refer to asfree-parts, based on recent
success this representation has enjoyed in the task of face
recognition [1]. Much improvement has been noted in speech
recognition literature [9] by relaxing temporal structurein
the speech signal (e.g. Gaussian mixture models (GMMs),
Hidden Markov Models (HMMs)) when compared to more
temporally rigid models (e.g. Dynamic time warping (DTW)).
An advantage of dealing with models based on low-dimensional
distributions (e.g. GMMs, HMMs) over models based on
single points existing in a high-dimensional space (e.g. DTWs)



Fig. 1. Depiction of the process of structural collapse of the
mouth, from an (a) single monolithic mouth image, through
the (b) structural relaxation process (i.e. removing posi-
tional information); to finally be left with (c) a cloud of
free-parts observations describing the subject’s mouth.

is their inherent ability to generalize. This generalization
stems from the increase in the number of training observa-
tions and a decrease in the dimensionality of these obser-
vations; both being caused from the relaxation of structural
constraints in the signal. Extending this idea to the spatial
domain, we propose the employment of a free-parts repre-
sentation that relaxes both spatial and temporal structurein
the visual signal. Free-parts representations assume thatthe
position/structure of patches within the mouth image can be
relaxed so they can “freely” move to varying extents. An ex-
ample of this structural relaxation can be seen in Figure 1.
A caveat however, must be placed on the removal of struc-
ture for improved generalization; as the removal of structure
will always come at the cost of discrimination in the speech
reading task. From this perspective, the job of the engineer
or scientist in designing an automatic speech reading sys-
tem is to find the appropriate balance of generalization vs
discrimination for the task at hand.

In this paper we propose two novel concepts to improve
current automatic speech reading performance. First, the
introduction of the free-parts representation to alleviate cur-
rent limitations caused by under-trained visual HMMs. Sec-
ond, the formulation of a modified form of the Viterbi and
EM algorithms to enable the estimation of FP-HMMs. This
second contribution, comes as a consequence of certain in-
herent characteristics of a free-parts representation of the
mouth, namely: (i) That multiple observations will occur at
the exact same time instant. (ii) A state transition within
a FP-HMM can only occur whenall observations for that
mouth image have been evaluated (i.e. a state transition
cannot occur given that only half the observations within
a mouth image have been evaluated). We will be presenting
results on the CUAVE [10] audio-visual speech database for
the task of speaker-independent speech reading.
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