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Abstract

We address the problem of group-level event recognition from videos. The events of interest are defined based on the motion and interaction of members in a group over time. Example events include group formation, dispersion, following, chasing, flanking, and fighting. To recognize these complex group events, we propose a novel approach that learns the group-level scenario context from automatically extracted individual trajectories. We first perform a group structure analysis to produce a weighted graph that represents the probabilistic group membership of the individuals. We then extract features from this graph to capture the motion and action contexts among the groups. The features are represented using the “bag-of-words” scheme. Finally, our method uses the learned Support Vector Machine (SVM) to classify a video segment into the six event categories. Our implementation builds upon a mature multi-camera multi-target tracking system that recognizes the group-level events involving up to 20 individuals in real-time.

1. Introduction

Recognizing events of interest from surveillance videos is an important topic and has been extensively studied. Applications include monitoring transportation hubs, public venues, and yards for security and safety. In general, the efforts can be organized into three main categories: (i) action recognition [2, 12, 18, 20], such as recognizing if a person is walking or chatting, where the analysis of the body articulation is essential; (ii) interaction recognition [9, 14, 22] between a few individuals or with respect to an object, such as determining if two people are meeting or exchanging items, where both the overall motion and articulation are useful cues; and (iii) crowd event recognition [11, 13, 16, 19, 21, 26, 28, 31], such as detecting abnormal traffic or aggressive fight involving groups of individuals, where the scenario is most complicated, since a diverse range of activities could occur in a crowded scene.

In this paper, we are interested in recognizing events involving groups of people and the interaction among them. Example scenarios including group dynamic analysis such as group formation, dispersion, and one or more groups ap-
We propose a novel learning-based framework for group event recognition that automatically learns the group context for different event categories. The group context refers to the group-level interactions among people over time. An overview of our approach is illustrated in Figure 1. We first detect and track people in the video using standard methods [4,30]. Based on the tracking, we analyze the group-level structure and motion, and then extract the group context features based on the probabilistic (soft) group structure analysis results (Figure 3). We can then recognize group-level behaviors and detect events of interest using the learned group context features.

A key step towards robust event detection is the ability to recognize the temporal co-occurrence of similar group context patterns that appear in videos, which can occur at different locations, scales, and times. To illustrate the challenge, a video containing group formation could possibly involve a variable number of people getting together in a variable length of time. Thus, the occurrence and co-occurrence of different group context patterns are the key to recognize this particular scenario. In order to achieve robust event recognition, we first define several robust features that model the interaction and motion between individuals among the groups (group context), which can be detected on a per-frame or per-segment basis (Figure 1). Second, to capture the temporal co-occurrences of these features extracted from different frames in a video, we adopt the “bag-of-words” scheme [7] by clustering them into group context words. Finally we train a SVM with bags of group context words to classify the videos into different event categories.

We summarize our contributions as follows: (1) we develop a novel machine learning based framework to robustly recognize group-level events from videos; (2) we propose robust features that model the group context of individuals with motion tracking; and (3) we implement our algorithm with a multi-camera tracking system and demonstrate it in a real-time event recognition system in surveillance applications.

2. Related Works

With the prevalence of surveillance cameras, event recognition has drawn increasing attention from the computer vision community. Some works consider the problem of recognizing actions performed by a single person, such as [2,12,18,20,23,27,29]. Activity categories such as walking or running are defined and detected straight from analyzing body part movements of a person.

More relevant to our work is the recognition of events involving multiple agents in a crowd scene. Existing works typically focus on events defined by the movements of individuals or the entire crowd. Typical applications include the detection of cars or people with abnormal movements in a traffic scene. There are mainly two types of approaches in this category. The first type is object centric [1,24], where the trajectories of detected targets are analyzed for recognition. The second type is view or flow centric [11,13,16,19,21,25,26,28,31], which avoids object tracking, and instead models the crowd motions with dense optical flows, or the gradients and appearances of the spatio-temporal subvolumes. The non-object centric approach is also popular for general event or action categorization from movies or youtube videos [8,15,17]. Motion or appearance features are extracted from spatio-temporal subvolumes detected at interest points. Usually a visual word representation is followed for the final event categorization.

We focus on the type of events that are defined not only by the motion information but also by the interactions of groups or the individuals among groups, such as “group fighting” and “flanking” (a group of people surrounding another group). Previous works on this type of events mainly use the logic or rule based methods, which require manual creation of rules [3,4,10,14,22] for each event category. Chang et al. [4] recognize various group events by combining the results from probabilistic group structure analysis and motion analysis and checking against a list of event models, which are defined manually using scenario-specific
predicates. To explicitly model the temporal constraints pertaining to complex events, different probabilistic logical inference engines have been built, such as the Markov Logic Networks [22] and probabilistic event logic [3]. These works use rule or logic based approach, and thus require experts to manually create person-person or person-object rules with domain knowledge. Therefore, the performance of event recognition highly depends on how well the rules are defined. The learning curve for a general operator to define a set of compatible rules could be sharp. Moreover, the rules in these methods often rely on clean input observations, which are hardly the case for results obtained from automatic detection and tracking algorithms.

The learning-based approach of Choi et al. [5, 6] is relevant to us. They focus more on atomic actions such as people queuing and talking, thus only human pose and spatial distance cues are considered for event recognition. In comparison, our events of interest involve group context and require further analysis on the group-level motion and interaction cues that could possibly change over time.

3. Approach

We propose to extract robust group context features from video and adopt a bag-of-words learning scheme to recognize group-level events. Figure 1 illustrates our overall approach. Given an input video segment, we first perform person detection and tracking. We then perform group structure analysis of the tracked individuals, as a mean to extract group context features. Following [4], we retain a probabilistic group representation, such that the group-level information can be reliably captured. Specifically, the group analysis produces a weighted connectivity graph for each frame, where the nodes of the graph are the detected individuals and the weight of an edges is the probability of two individuals being in the same group. From the connectivity graph, we extract features that capture pair-wise group relationships among the individuals and their motion information. Finally we cluster the extracted features into group context words and use “bag of group context words” to train a SVM to classify the input video segment into an event category. In the following sections, we will explain the details of each step in our approach.

3.1. Video Tracking System

We briefly explain the multi-view, multi-target tracking system that is used as a base component. Note that the event recognition algorithm introduced in this paper is general and can be applied to tracking results from other systems.

We take the videos from three standard CCTV cameras of overlapping views. All cameras are calibrated and synchronized. Figure 3 gives a snapshot of our system in operation, where the movements of the individuals are tracked cooperatively across cameras. Person detections from each view are projected onto the ground plane in 3D and fed into a centralized tracker which is implemented with a Kalman filter.

3.2. Group Analysis

Given the tracking of individuals, we incorporate a probabilistic grouping strategy similar to [4] to perform group analysis and to extract group-level motion and interaction features. As opposed to approaches that rely on hard, agglomerative or divisive clustering techniques to define groups, the probabilistic grouping without a hard segmentation of groups keeps more reliable information about the dynamics of groups that will be later on used to calculate the group context features.

For each frame \( t \), we define a connectivity graph \( G^t \) to represent the connectivity (or the probability) of two individuals \( i \) and \( j \) belonging to a group at frame time \( t \). Specifically, for each edge \( e_{ij}^t \) in \( G^t \), the edge weight \( w_{ij}^t \) represents the probability that individuals \( i \) and \( j \) belong to the same group, \( 0 \leq w_{ij}^t \leq 1 \). The definition of the connectivity \( w_{ij}^t \) is motivated by two lines of thoughts: (1) a track-to-track connectivity that considers the motion of the two individuals \( i \) and \( j \) under tracking, including the spatial distance and moving direction calculated from a small period of time in the tracking history, and (2) a path-based connectivity that considers the existence of neighboring individuals that increase the overall grouping strength of nearby individuals all together. The bottom-right image in Figure 3 illustrates an example of the probabilistic grouping graph \( G^t \) from a synthesized top-down view of the tracked individuals.

3.3. Feature Extraction

In order to achieve the recognition of group-level events that could occur in variable time scales, we propose to use robust features that can be efficiently extracted and can cap-
motion information about the group structure, motion, and dynamics. Our solution is to extract the following four types of features: (1) group connectivity, (2) connectivity change, (3) motion direction, and (4) motion speed (Figure 4).

**Group connectivity.** This feature models the group structures in a frame \( t \) by creating a histogram of the edge weights \( w_{ij}^t \) from the group connectivity graph \( G^t \). The histogram is normalized by the total number of edges so that the number of people does not bias the measurement. Figure 4(a) shows the group connectivity histograms of example videos from four event categories (group dispersion, formation, following, and fighting), where each row depicts a histogram at a frame, and the column axis indicates time. Observe that in the beginning of a group dispersing event, the bins corresponding to high connectivity values have more counts, and as the event unfolds in time, the bins of low connectivity values receive more counts. In other words, the strength of group connectivities decreases over time. In the contrary, for the group forming event, the strength of group connectivity increases over time. For the group following and fighting events, people mostly have high connectivity values, since people maintain tight groups in these events. These observations verify that this novel feature captures discriminative cues to distinguish various group-level events.

**Connectivity change.** This feature models the group connectivity change between the current frame \( t \) and a previous frame \( t' (t' = t - 1/S \text{ second}) \), for each pair of individuals \( i \) and \( j \) who are detected in both frames. The connectivity difference for \( i \) and \( j \) is \( \Delta w_{ij}^t = w_{ij}^t - w_{ij}^{t'} \), where \( w_{ij}^t \) is the weight for the edge between individual \( i \) and \( j \) in \( G^t \). The connectivity change feature is the histogram of such differences of all person pairs in the current frame, and again the histogram is normalized by the total number of edges. Figure 4(b) shows the connectivity change histograms for four event categories. The center of a histogram represents no connectivity change (\( \Delta w_{ij}^t \approx 0 \)); bins to the left correspond to negative changes (\( w_{ij}^t < w_{ij}^{t'} \)), that is, the group connectivity of the current frame is smaller than the one in the previous frame; bins to the right correspond to positive changes. The figure shows that the connectivity changes are mostly negative for the group dispersing event and positive for the group forming event. The connectivity change is almost 0 for the group fighting and following events since the group structures are reasonably stable during these events.

**Motion direction.** We also record the moving direction of each person \( i \) by the velocity direction \( d_i^t \in [0, 2\pi) \). To deal with camera rotations and view point changes, we normalize the direction \( d_i^t \) of each person by subtracting the mean of them \( d_{\mu}^t \) in the \([0, 2\pi)\) periodic space: \( \tilde{d}_i^t = d_i^t - d_{\mu}^t \). This normalized motion direction \( \tilde{d}_i^t \) is used to compute the motion direction histogram. Figure 4(c) shows example motion direction histograms for different event categories. In a group following event, people tend to have similar motion directions, since that direction is the one all are heading towards. For other events, the moving directions have a wider distribution.

**Motion speed.** This feature captures the motion speed \( s_i^t \) (magnitude of velocity) for each person \( i \). Observe in Figure 4(d) that people do not move much when they are engaged in a fight; while for the dispersion and following events, people show larger motion speeds over time.

All four features can be extracted directly and efficiently from trajectories obtained from the tracker. These features robustly capture group structure and dynamic changes over time. We will next describe how we formulate our bag-of-words learning scheme based on these features.

### 3.4. Learning Group Context Words

After feature extraction, a video can be represented as a sequence of feature histograms (Figure 1). Direct learning of classifiers on these sequences is difficult, especially when we have a long video. Moreover, the video of an event can have variable lengths, and the starting and ending time of the event are unknown, rendering the problem more difficult. We propose to cluster the feature histograms into a few representative clusters, which we refer to as group context words.

To create such words, we first represent each frame by
concatenating the histograms of the current and previous consecutive $T$ frames. This concatenated histogram models local histogram changes and smoothes out the noise in the observations from a single frame. Then we cluster the concatenated histograms using K-means into a vocabulary of $|V|$ words. A word represents a certain pattern of the local histograms. Since we have four types of features, we create a vocabulary for each feature type. Thus for each feature type, a video will be represented as a sequence of words.

We adopt the “bag-of-words” model, which represents a video as a histogram of words. We create a bag-of-words histogram for each feature type and concatenate them together. These concatenated word histograms are used to train a SVM to classify the input video into different event categories.

4. Experiments

We evaluate our approach on part of the Mock Prison Riot (MPR) dataset (http://mockprisonriot.org) as in [4]. The dataset has 19 surveillance videos taken in an abandoned prison yard in West Virginia. In these videos, several volunteer correction officers enact typical behaviors of the prisoners. The length of each video varies from 3 to 6 minutes. Example snapshots of the dataset can be found in Figure 2. We report our performance for the following six categories of group-level events: (1) group formation, (2) group dispersion, (3) group following, (4) group chasing, (5) group flanking, and (6) group fighting.

4.1. Event Recognition

The first experiment we performed is to classify an entire input video into one of the six pre-defined event categories, i.e., to determine whether an event occurs or not. For this experiment, we manually segmented the videos in the dataset into 177 non-overlapping small video segments of 2 to 30 seconds. For each video segment, we label all events occurred in the segment. Some events may overlap with others and occur at the same time. If no events of interest occurred in a segment, we label it as “random”, which serves as negative examples for all other categories. Note that we do not need to label a clear start and end point for each event in the video. We randomly select 60% of the videos for training and the rest for testing.

We illustrate the words of the “connectivity change” feature that occur most frequently in the videos of the four event categories (dispersing, forming, following, and fighting) in Figure 5. As described in Section 3.4, a word is constructed with the histograms of consecutive $T$ frames (we use $T = 4$). In the figure, each row of a word image represents a “connectivity change” feature histogram exacted from a frame. Notice these feature histograms show similar observations as those visualized in Figure 4(b). The most frequent words for the group dispersing event are those that represent the frames where the group connectivities among people decrease as compared to the previous frames. On the contrary, the top words for the group forming event are those that show the opposite pattern. For the group fighting and group following events, the top words correspond to the histograms where the group connectivity change is close to zero.

We train an one-vs-all SVM for each event category, and evaluate the recognition performance with the ROC curves drawn with the probabilistic scores generated by the SVMs. Figure 6 shows the ROC curve for three example event categories using different feature types. The “combined” one uses all four feature types concatenated as described in Section 3.4. As shown in the figure, for the group forming event, the group connectivity and connectivity change features are more useful, compared to the motion direction and speed features. While for the group fighting event, the group connectivity feature outperforms other feature types. The combined one achieves the best performance. We also show the ROC curve for the random group, which indicates the performance for distinguishing behaviors of interest from normal behaviors. We show the AUC (area under curve) scores for all categories in Figure 7. Similar to the results for the forming event, “group connectivity” and “connectivity change” features are more discriminative for recognizing group dispersing. The speed feature performs better for group chasing events, since people move fast in the chasing events, which is a very distinct feature for this particular event category as compared to the other five. The speed feature also works well for the group following category, since people keep relatively constant speed over time when following each other. The performance with the combined features is the best for all event categories except for the fighting category, where the combined feature performs worse but still comparable to the connectivity feature. We achieve more than 90% AUC scores for all categories.
Figure 6. The ROC curves using different types of features for event categories: (left) group forming, (middle) group fighting, and (right) random group. The “random group” ROC curve shows the performance for classifying the events of interest vs. normal behaviors.

Figure 7. The AUC scores of the ROC curves for different event categories using different types of features.

4.2. Event Detection

In the second experiment we perform online event detection, that is, to determine whether any event of interest occurs at each frame in the input video. We label the start and end points of the occurred events for the videos in our dataset. This scenario is useful to provide real-time alerts to the operators. Since a clear start and end points are difficult to determine for several events, we label the one second period around the start and end points of an event as ambiguous frames, and do not use them for evaluation. We randomly select 60% of the 19 videos in the dataset for training, and the rest for testing. We make prediction at every 4th frame in a video, using observations from a four-second temporal window \([t-4s, t]\), i.e., the previous 4 seconds. Other aspects of the algorithm remain the same.

We compare the performance of our approach against the state-of-the-art approach introduced in [4], which adopts a rule-based method for event detection. Probabilistic rules are created manually for each event category and probabilistic decisions are made at each frame. Figure 8 shows the prediction results on an example test video. The rule-based method generates much more false positives than our method. One main reason is that the rule-based method is more sensitive to the person detection errors, since the errors are not considered when creating the rules, whereas our method can tolerate more observation noise by learning from the training data. The other reason is that the rules in [4] only consider the past several frames when making the decision for the current frame, while our method uses a much larger temporal window (4 seconds) and is thus able to remove some local noise. Table 1 shows the AUC score comparison for different event categories. Our method outperforms the rule-based method [4] on all categories. Note that the “fighting” event is not defined in [4], since its occurrence in a video usually spans a long duration. As we already discussed, the rules in [4] are usually defined with only a few frames.

We implement our approach with C++ and Python. On an Intel 2.4G dual-core computer, the entire event detection system, including person detection and tracking, takes around 0.02 second to process a 640x480 frame. Therefore,
we can detect events of interest in real-time.

5. Conclusion

We proposed a novel learning based framework for group-level event recognition. Unlike most existing event recognition works, which define the events based on the movements of an individual or the entire crowd, the events discussed in this paper focus more on the interactions among people. We designed robust features that can capture the group context of individuals in a video. We built a system with the proposed algorithm, which can process a video and detect the events in real-time. The performance of the system significantly outperforms the state-of-the-art method on a challenging dataset.

Future work. We would like to explore a broader range of event categories for various scenarios of interest in surveillance and forensic applications. We are also interested in developing algorithms that can wisely combine different types of features, rather than a straightforward concatenation. Finally, instead of the “bag-of-word” scheme, we plan to develop algorithms that can further model the occurrence and temporal relationship between feature words, in order to improve the scenario recognition performance.
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