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Abstract—Generally, 3D interactive systems are used in systems with large displays and are not suitable for portable devices. To “touch” a floating 3D image displayed from a mobile device, we proposed a camera-free, 3D, interactive, virtual-touch system for bare fingers. By embedding optical sensors into the display pixels and adding angular scanning illuminators to the edge of the display, a flat panel can sense the images reflected off a bare finger. The 3-axis (x, y, z) information of the fingertip can be determined by analyzing these reflected images. The proposed 3D virtual-touch system successfully functions with a 4-inch mobile display.

Index Terms— Three dimensional (3D) virtual touch, embedded optical sensors.

I. INTRODUCTION

TOUCH systems are interface between users and machines. Most current mobile displays are limited to a 2-axis (x and y) positioning for objects [1]. These axes are insufficient for 3D displays [2-5] or other 3D interactive applications. Many methods and devices, such as the WorldViz PPT (precision position tracking) [6], the Wii, etc., have been used to achieve 3D interactivity. However, none of these technologies are applicable to mobile display applications. A 3D mobile display with 3D virtual touch functionality can provide a more intuitive and friendly interface, as shown in Fig. 1.

Fig. 1. Concept of playing a virtual 3D STACKO game on a 3D mobile display using air-touch technology.

Current 3D interactive systems primarily fall into machine-based and camera-based groups. Machine-based systems [7] require wearing additional devices to detect motion, and can provide feedback vibrations to the users. However, these systems are considered inconvenient because they require additional heavy devices to be worn.

For camera-based systems [8-12], 3-axis (x, y, z) positions can be calculated using various methods. For instance, the popular Kinect [13] can detect relative 3-axis (x, y, z) positions using two infrared (IR) cameras with a corresponding IR light source. However, this camera-based system requires high resolution images to calculate the 3-axis (x, y, z) positions, and the resolution is proportional to the size of camera sensor; therefore, the form factor impedes such systems from being integrated into a portable device. The Leap 3D motion control system was recently unveiled by a San Francisco startup called “Leap Motion” and can provide a 3D hands-free motion controller. However, the Leap Motion technology still requires an additional device and is thus not suited to mobile devices.

Camera-based systems are usually limited by their field of view (Fig. 2) and form factor, which prevents them from detecting objects in close proximity to the display and being integrated into portable devices such as smart phones and tablets.

Fig. 2. The limited field of view for both (a) single-cameras and (b) multi-cameras causes a blind range within the continuous interaction space.

Another example is the BiDi screen that was proposed by M. Hirsch in 2009 [14]. The BiDi screen uses a sensor layer a small distance from the normal LCD display. When this sensor layer views an object through the optical mask, information about the distance the object is in front of the screen can be captured and decoded. This technology is generally known as depth from focus [15]. Because a BiDi screen uses an optical
tiled-MURA mask to capture information about the object, it relies on the environmental brightness. Without sufficient lighting, the device cannot capture a clear image. Furthermore, the mask decreases the detected brightness, which increases the required ambient conditions.

For application in real portable devices, an embedded optical sensor based approach [16-18] was proposed that can be integrated into the display pixels to provide light and maintain a thin form. As shown in Fig. 3, the embedded optical sensors are not blocked by the black matrix, thus a photo current will occur when the sensor receives light. The embedded optical sensor was first proposed for 2D touch applications [19] and has been recently extended for 3D interactions [20]. However, the device still required a light pen for previous applications [21-22]. To achieve a bare finger 3D air-touch device, we proposed an embedded optical sensor system with angular scanning illuminators added to the display edges, as shown in Fig. 4. The proposed system allows for near-distance 3D air-touch functionality above the entire surface of the display. Additionally, it can be very compact and independent of ambient conditions. Therefore, floating 3D images can be touched and interacted with.

Unlike previous image capturing techniques, which are strongly dependent on ambient illumination, the proposed system uses embedded IR sensors and light sources. The de-background image processing of each detected frame allows the device to operate under various ambient conditions.

**II. CONSTRUCTION AND METHOD**

The proposed bare finger 3D virtual touch system is construction from a traditional display, embedded optical sensors, infrared (IR) backlight, and angular scanning illuminators. To calculate the 2-axis (x and y) positions of a fingertip, the IR backlight pass through the panel and are reflected by the fingertip as shown in Fig. 4(a). To calculate the depth (z) of the fingertip, the IR angular scanning devices are placed on opposite sides of the panel as shown in Fig. 4(b).

The flow chart of proposed algorithm is shown in Fig. 5. At first, the raw data is retrieved from embedded optical sensors. For reducing noises from environment and system, noise suppression which include de-noise and de-background will be adopted.

![Flow chart of the bare finger 3D air-touch algorithm](image)

Fig. 5. Flow chart of the bare finger 3D air-touch algorithm.
will be sensed as touching on the panel. Then the “full search method” can be used to determine the 2-axis (x and y) position of a touch point. Finally, if less than the threshold, the object is hover of the screen, thus the proposed “region based algorithm” will be induced to calculate the depth (z) information. The details of “region based algorithm” will be described in the following.

Next, we present the timing diagram (Fig. 6) for the proposed bare finger 3D virtual touch system to clearly illustrate the working process. Initially, the IR backlight and IR angular scanning illuminators will need to be synchronized with the embedded optical sensors. In the first sensing frame (Frame 0), the IR backlight passes through the panel twice and the optical sensors capture any reflected light to determine the 2D position (x and y) of the fingertip. Next, the IR angular scanning illuminators on the both sides of the panel will sequentially emit light at different tilt angles. These sensing frames (Frame 1 to Frame n) correlate to a tilt angle from θ to n×θ. Finally, analyzing the accumulated intensity of each frame provides the scanning angle with the maximum reflectance and thus the location of the fingertip. From the 2-axis (x and y) position and scanning angle (θ), the depth (z) of the fingertip can be calculated. Finally, the 3D virtual touch coordinates (x, y, z) can be obtained. In the proposed system, the algorithm for calculating the 3-axis(x, y, z) position of the fingertip is less complex than for image processing.

To calculate the 2-axis (x and y) position of a fingertip, the full search method is used to analyze the reflected IR backlight image. The full search method [9] uses a filter covered by the image to total the intensity and determine the position with the highest accumulated intensity, which is the 2-axis (x and y) position of the object.

In the following steps, the images from the IR angular scanning can be processed using a region-based algorithm to obtain the depth (z) of the fingertip as shown in Fig. 6. This region-based algorithm exploits the proposed design concept to divide the hover region into three working ranges, 1 (overlapping-central), 2 (overlapping-wings), and 3 (non-overlapping) as illustrated in Fig. 7. In the working range, 1 (overlapping-central), the fingertip is centered over the display and reflects the two side illuminators at the same tilt angle (θ). Therefore, the intensity of the tilt angle curve only has a single peak for the scanning angle (θ) with the maximum reflectance from the fingertip. When the fingertip is in working range 2 (overlapping-wings), it reflects the two side illuminators at different tilt angles (θ₁ and θ₂). Therefore, the intensity vs. tilt angle curve has two peaks. With working range 3 (non-overlapping), the curve has only a single peak because the fingertip is beyond the scan angle of the closer illuminator. Finally, with both the scanning angle (θ) and 2-axis (x and y) position of the fingertip, the depth (z) information can be calculated using a simple trigonometric function (z = x × tan θ).

![Fig. 6. Timing diagram for the bare finger 3D virtual touch system using an embedded optical sensor and two angular scanning illuminators.](image-url)
The proposed approach is suitable for touching and interacting with floated 3D images from a mobile display. Furthermore, the proposed approach has the advantages of providing near-field support for full screen detection, simple algorithms for real-time calculations, and built-in illuminators for independence from ambient conditions.

III. RESULTS

A prototype 3D air-touch system was built using a 4-inch LCD equipped with IR sensors integrated onto the TFT substrate. The sensor resolution was 68X120, which is one fourth the image resolution of the display. For implementing the proposed concept, the high collimated light and scanning mirror was used to simulate the sequential lighting source. Furthermore, the sequential lighting sources were synchronized with optical sensors.

To verify the accuracy of the 3-axis (x, y, z) positioning of a fingertip above the 4-inch mobile display, a test of x/y and depth (z) coordinates ranging from 1-4 cm and 0-3 cm, respectively. The depth range was limited by the low sensitivity of the current embedded optical sensors. As shown in Fig. 8, the reflected IR intensity decreased to almost zero when approaching 4 cm in height. The experiment results shown in Fig. 9 and 10 indicate the detected coordinates of X/Y and the depth (z) matched the real value. The average error was less than 0.2 cm (x/y) and 0.3 cm (z).

Furthermore, the maximum error in 3-axis (x, y, z) direction will, of course, increase with increasing depth (z) as shown in Fig. 11. This trend was because of the scattering effect of the fingertip and the increased scanning gap. However, in our experiment, the maximum error of the depth (z) was 0.45 cm, which can satisfy the Win 7 standard (0.5 cm increment) for 2D touch.

Fig. 7. Concept for the region based algorithms in the different working regions

Fig. 8. Measurement results for the reflected intensity of a fingertip at different depths.
IV. DISCUSSIONS

To summarize, the approach described above focuses on a 3D virtual single-touch interface. However, including multi-touch functionality could enable more applications for the 3D user interface. Such an interface could be workable with the proposed system; however, most multi-touch applications will fail due to the occlusion effect. Fig. 12 shows how the xy-axis of a fingertip in an occluded area cannot be distinguished. Furthermore, if the occlusion area is in the overlapping-wings, the blocked fingertip cannot reflect IR light as shown in Fig. 13, which causes a failure in the multi-touch detection of the depth (z). The interpolation and motion vector methods may be used to overcome the abovementioned occlusion issues and achieve 3D virtual multi-touch functionality.

Fig. 9. Accuracy of the x/y coordinates at different depths (z) for the object (z= 0~3 cm).

Fig. 10. Accuracy of the depth (z) of the object at different x/y coordinates.

Fig. 11. Maximum error for the x/y and z coordinates at different depths (z) for the object (z= 1~3 cm).

Fig. 12. Comparison of 3D multi-touch in the IR backlight illuminating mode (for the x, y determination) under (a) normal and (b) failing circumstances.

Fig. 13. Comparison of a 3D multi-touch system in the IR angular scanning mode (for the z determination) under (a) normal and (b) failing circumstances.
V. CONCLUSION

In conclusion, we have presented a camera-free 3D interactive system for providing bare finger air-touch functionality to mobile displays. By embedding optical sensors into the pixels of a display and adding angular scanning illuminators to its edge, a flat panel can sense images reflected from fingertips under most ambient conditions. The sensed images are then used to calculate the 3-axis (x, y, z) position of the fingertip without requiring complex image processing. Finally, the proposed system has been demonstrated using a 4-inch mobile 3D display with a working depth range (z) of up to 3 cm; this range can be further increased by improving the sensor sensitivity and scanning resolution. However, for touching and interacting with floated 3D images from a mobile display, our approach has the advantages of providing near-field support for full screen detection, simple algorithms for real-time calculations, and built-in illuminators for independence from ambient conditions.
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