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ABSTRACT

This paper proposes a motion-focusing method to extract
key frames and generate summarization synchronously for
surveillance videos. Within each pre-segmented video shot,
the proposed method focuses on one constant-speed motion
and aligns the video frames by fixing this focused motion
into a static situation. According to the relative motion the-
ory, the other objects in the video are moving relatively to
the selected kind of motion. This method finally generates
a summary image containing all moving objects and embed-
ded with spatial and motional information, together with key
frames to provide details corresponding to the regions of in-
terest in the summary image. We apply this method to the
lane surveillance system and the results provide us a new way
to understand the video efficiently.

Index Terms— key frame extraction, video summariza-
tion, motion-focusing

1. INTRODUCTION

With the development of the digital video processing technol-
ogy, video surveillance has been playing an important role
for security and management. Due to the high volume of
videos, manually retrieving information from these videos is
very time-consuming. It is necessary and important to al-
low the computer to automatically extract the parts of interest
form videos. Key frame extraction and video summarization
[1, 2, 3, 4] are approaches towards tackling this problem, by
creating a brief version to represent the original video.

In previous work, there are mainly two kinds of video
summarization: dynamic video skimming [1, 2], which itself
is still a video but a shorter version, and static video summary
[3, 4], which is one or a set of images extracted or synthesized
from the original video. Key frame extraction often serves
as an important step for video summarization in previous re-
search.

In this work, our goal is to summarize the video with a
synthesized image. we integrate key frame extraction and
summary-image generation into one interdependent process.

Fig. 1. Overview of the proposed method

Instead of doing frame clustering or specific feature learn-
ing, we extract key frames according to their importance on
constructing the summary image. The summary image and
key frames respectively provide us a general impression and
details of interesting objects in the video. A motion-focusing
method is proposed to achieve this goal. Unlike other mosaic-
based video summarization methods[5, 6], the mosaic here is
done based on the consistency within the focused motion, in-
stead of the correspondences between the background scenes.

2. OVERVIEW

The proposed method is initially designed for lane surveil-
lance system, but not limited to this application. This method
attempts to focus on one constant-speed motion and then
aligns the video frames by fixing the focused motion in a
static situation. According to the relative motion theory,
objects in other types of motion including the surveillance
background in the video are moving relatively to the selected
motion. It is reasonable to consider this motion-focusing
scheme for lane surveillance video, for a continuous vehicle
stream on one lane may move at very similar speed. Fig. 1
gives an overview of the proposed method. The input is a
video sequence and the output contains two parts: a summary
image and key frames for the video. The whole scheme works
in the following steps:

Step 1: Apply background subtraction method to extract
the moving foreground for each frame. Video is then cut into



shots by intervals that contain very few foregrounds. The fol-
lowing steps are done for each shot.

Step 2: Estimate the parameters for image alignment.
Since this method focuses on a motion with almost constant
speed, only the first few frames are needed for the estimation.
The correspondences between these frames are constructed
by tracking an object in the selected motion. The correspon-
dences for the following frames can be deduced.

Step 3: Construct an initial foreground summary image, in
which every object in the focused motion appears at a unique
position. The binary segmented images are first scaled and
shifted with the parameters gained from Step 2, and then mo-
saiced together to form the foreground summary, as shown at
bottom-right of Fig. 1. The light regions indicate occurrences
of objects in the video.

Step 4: Find out a local optimal solution for the problem:
using as few as possible binary segmented images to cover no
less than 95% foreground region in the foreground summary
image. The selected frames are considered key frames and a
final summary image can be mosaiced with the key frames.

The final outputs provide information in two different as-
pects: The summary image provides a whole impression of
all moving objects present in the video, and also the spatial
and motional relationships between objects that are not cap-
tured directly by the camera; the key frames complementarily
show details for regions of interest on the summary image.

3. FOREGROUND SEGMENTATION

Within a video shot, the background changes very little. To
segment the moving foreground we start with background
construction. The naive method is to build a unitary Gaussian
model for each pixel to represent the color distribution for
a pixel being background. This method is simple and works
well only when the background condition remains very stable.
However, we may need to handle with more complex cases
such as the white balance problem. The automatic white-
balancing function may be turned on when some lane videos
are captured. In these videos, when a vehicle passes through,
the background illumination changes. The previous model
may fail to give a good segmentation result. Here we combine
the Gaussian background model with the min-cut method [7]
to improve the foreground segmentation.

In this method, Background subtraction is combined to-
gether with min-cut to get a smooth segmentation of fore-
ground objects. Let I be the current frame to be processed.
The frame is represented in gray-color. Let V be the set of all
pixels in I and N be the set of all adjacent pixel pairs in I . A
labeling function f labels each pixel i as foreground fi = 1
or background fi = 0. The labeling problem is solved by
minimizing the Gibbs energy [7], defined as below.
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di is the absolute difference between the current frame and
the previous calculated Gaussian mean value for the ith pixel,
{kt

i | t =1,2,3} are thresholds set that are respectively 3, 0.5,
1.5 times of the calculated Gaussian standard deviation for the
ith pixel. This method provides us a smooth foreground seg-
mentation result and can deal with some complex situations.
Fig. 2 shows a foreground segmentation example with both
methods. The improvement by the min-cut method is obvious
for frames where illumination changes much, e.g, the corre-
sponding frames in the red rectangle and green rectangle.

Fig. 2. A segmentation example comparing results from the pixel-
based Gaussian model and those from the min-cut embeded model.

4. IMAGE ALIGNMENT

To synthesize a video shot into a summary image, we need
to find out the correspondences between frames. Frames are
aligned by fixing objects in the focused motion into unique
positions. We approximately assume an affine transform be-
tween frames for objects in the focused motion and consider
only scaling and translation, as defined below. [x(t − 1),
y(t− 1)] and [x(t), y(t)] are the coordinates for correspond-
ing points in two consecutive frames. Sx(t), Sy(t) and Dx(t),
Dy(t) are respectively scaling and shifting parameters.[

x(t)
y(t)

]
=

[
Sx(t) 0 Dx(t)

0 Sy(t) Dy(t)

] x(t− 1)
y(t− 1)

1

 (4)

With the assumptions of affine transform and constant
speed for the focused motion, Sx(t), Sy(t) and Dx(t), Dy(t)
can be expressed approximately as the forms below:

Sx(t) =
t+ a1

t+ b1
;Sy(t) =

t+ a2

t+ b2
; (5)

Dx(t) =
t

c1t+ e1
;Dy(t) =

t

c2t+ e2
; (6)

So we don’t need to calculate the transform matrix for each
frame; instead, we can figure out the parameters as below:

1) Track the first arisen object in the focused motion. The
focused motion can be selected manually or automatically by



the algorithm. In the automatic case, the algorithm chooses
the motion of the first-present object in the video. Then it
extracts a rectangle region based on the foreground segmen-
tation result and then uses it for template tracking [8] in the
following five frames. Sx(t), Sy(t) and Dx(t), Dy(t) are cal-
culated in this process for t = 1, 2, . . . , 5.

2) With the known Sx(t), Sy(t) and Dx(t), Dy(t), we
apply least-square-error method to calculate the parameters {
a1, a2, b1, b2, c1, c2, e1, e2 }. These parameters are related to
the camera parameters and the speed of the focused motion.

Finally, frames can be aligned using the inversions of the
transform matrices to scale and shift the images. Though
the affine assumption may fail when objects are moving fast,
improvement on alignment is not our main goal. Advanced
alignment methods can be introduced in the future.

5. KEY FRAME EXTRACTION AND
SUMMARIZATION

The key frame extraction and summary image generation is
done through two steps of mosaicing. The correspondences
between the summary image and the original frames can be
computed with the parameters gained in Section 4.

The initial mosaicing is done with the foreground segmen-
tation results. The reason for doing this is to reduce the re-
dundant occurrences of objects in the focused motion. There
is only one occurrence for each of them in the mosaic fore-
ground image. Although this image is created by mosaic-
ing all frames, many foreground regions are covered by fore-
grounds from only a few frames. So we propose an optimiza-
tion problem: how to select the minimum number of frames
that can also cover the foreground region in the mosaic image,
i.e. contain all information of interest?

In practice, we use a greedy search method to find out the
frames, which works well though not always providing the
optimal solution. Every iteration, we pick one frame that can
increase the foreground coverage on the mosaic foreground
image most. The searching iteration stops until the coverage
is higher than 95%. Fig. 3 illustrates this process. The light-
est region in the first row indicates how much the coverage
increases by adding a new efficient frame.

The frames being picked out are then considered to be key
frames since they are informative and complementary. Then
a second-time mosaicing is carried on by mosaicing the key
frames to generate the summarization image.

Foreground 
Segmentation Results

Thresholding

<95% >95%<95%<95%

iter =1 iter =4iter =3iter =2

Searching

Fig. 3. Greedy search for finding key frames

6. EXPERIMENT RESULTS

We test the proposed method on 50 lane surveillance video
shots, 40 of which are from the ITRI surveillance video
database and the remaining are downloaded from YouTube.

Fig. 4 gives two examples of video shots and the results
from the proposed method. Each of the two examples con-
tains only one specific motion and the moving speed is almost
the same for different objects. The frame rate of the original
video is 30 f/s. The frames are down-sampled to 10 f/s for be-
ing shown here. The moving speed and direction in one video
is different from those in the other. The method automatically
adjusts the parameters used for frame scaling and shifting.
We can see that every vehicle present in the video appears
clearly in a unique position in the summary image. More-
over, with the correspondences between the summary image
and key frames, we can easily check the details for a region of
interest in the summary image. The correspondences are built
from the greedy searching process, by knowing the coverage-
increased region when adding a new frame.

We can see that the summary image not only represents
all objects in the focused motion clearly, but also provides
their relative spatial information which is not directly shown
in the original video. Moreover, since it is motion-focusing, it
is also obvious for us to catch the temporal relation. In previ-
ous work as [1], video summarization is generated by mosaic-
ing the foregrounds belonging to the same object in different
frames into a single image or shorter video, while keeping the
background scene static as that in the reality. Fig. 5 shows the
resulted frames for Fig.4 (a) with a similar method described

(a)

(b)
Fig. 4. Two examples of videos containing unique constant-speed
motion and the results from the proposed method



Fig. 5. Resulted frames with method [1] for Fig. 4 (a)

Fig. 6. An example with objects moving at different speeds

in [1]. Although the dynamic summary keeps the video dy-
namics, it cannot provide temporal and spatial relation as the
proposed method here.

Fig. 6 and Fig. 7 give two examples with objects moving
at different speeds. Fig. 6 is a video shot before an accident
from a tunnel surveillance video. The vehicles on the same
lane should keep moving at similar speed to avoid accidents,
but the second car did not. The method focuses on the first
car’s constant motion. In the summary image, the first car has
only one clear occurrence while the following car has multi-
ple occurrences, showing its relative motion to the first car.
Fig. 7 gives another example and shows different results by
focusing on the vehicle motion and focusing on the pedes-
trian motion. Again, each object in the focused motion has a
unique occurrence while those in other motions have multiple
occurrences to indicate relative motion.

7. CONCLUSIONS

In this work, we propose a motion-focusing method to ex-
tract key frames and generate summarization for surveillance
videos. The proposed method focuses on a certain constant-
speed motion within a video shot and summarizing the video
shot by fixing objects in the focused motion in static posi-
tions. According to the relative motion theory, the other ob-
jects in the video are moving relatively to those in the se-
lected motion. With the proposed method, all moving objects
in the video are included in the summary image: objects in
the focused motion appear clearly in unique positions while
the others have multiple occurrences according to their rela-
tive movement to the focused motion. The summary image
reflects the spatial relationship within objects in the focused
motion and also the relative motion relationship between ob-
jects in non-focused motion and those in focused motion. At

Fig. 7. Another example with objects moving at different speeds and
results generated by focusing on different motions

the same time, the extracted key frames provide us detailed in-
formation about the regions of interest in the summary image.
The summary image generation and the key frame extraction
are integrated into an interplaying process.
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